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Preface 
The Eurocast Conferences are particularly unique among the European 
Scientific-Technical Congresses because it is one of the few periodic 
meetings that is promoted and organized exclusively by university and 
socio-cultural institutions, without the tutelage, direction or funding of 
associations, professionals or companies. It is currently the oldest of 
those. It is celebrated every two years. Initially, alternating Las Palmas de 
G.C. and a university in continental Europe, and since 2001, always in Las 
Palmas de G.C. 

The idea of the first Eurocast was developed in 1988 by Prof. Franz 
Pichler, of the University of Linz and Prof. Roberto Moreno, at a meeting in 
Vienna promoted by the past Honorary President, the late Dr. Werner 
Schimanovich. The first meeting, Eurocast 1989, took place in February of 
that year, in Las Palmas School of Industrial Engineers, promoted by the 
Faculty of Informatics of Las Palmas and the Institute of Systems of the 
University of Linz. The Opening Session took place in the town of Gáldar, 
February 26th, 1989. 

Science, and especially Technology, have moved in an almost vertiginous 
way, driven by the need and the promotion of consumerism, associated 
with the change of values that has been printed in the new generations. 
And Eurocast, within what we understand as a certain freedom, and with 
prudence, has been adapting the profile of its organization from a 
meeting of very specific specialists, to a practically multidisciplinary, 
flexible and changing conference, which in each event try to attract the 
experts and especially young researchers, facilitating the interaction 
between them, which is a generator of creativity. 

The key to the success of Eurocast for 35 years has been in the quality of 
the contributions of its participants. This has to be recognized in the first 
place. They have made possible, with the help of the Springer Verlag 
publications in Computer Science, the worldwide distribution of the most 
important effect of Eurocast: that of joining together for many years, 
scientists and engineers of ages, training, interests and from very 
different European and non-European institutions. And that they could 
share their experiences in the design and analysis of systems using the 
most advanced mathematical methods to make efficient models and 
algorithms in computers. And this from the socio-economic, biological, 
medical technologies and sciences and information and communication 
engineering topics. All in a multidisciplinary atmosphere, which has 
facilitated the appearance and discussion of new and creative ideas and 
developments. 

In this open multidisciplinary spirit, the 2024 edition consists of 14 major 
thematic blocks, which sweep a broad spectrum of cutting-edge research 
in computer and systems sciences and technologies, including systems 
theory, applications, pioneers and landmarks, theory and applications of 



metaheuristic algorithms, mechatronic product development, model-
based system design, verification and simulation, applications of signal 
processing technology, applied data science and engineering for 
intelligent transportation systems and smart mobility, computer and 
systems based methods and electronic tools in clinical and academic 
medicine, systems in industrial robotics, automation and IoT, systems 
thinking: applications in technology, science and management, data 
science in medical and bio-informatics, modeling, simulation and 
optimization in production and logistics, “Green AI” and SW-Tools for 
sustainable energy and materials consumption, stochastic models, 
statistical methods and applied systems simulations and systems 
cybersecurity technologies and quantum approaches potentials. 

Among the about 150 submissions of papers to participate in the 
Conference, around 128 have been selected and will be presented and 
defended by their authors during the four days of scientific sessions. 
Among them, we will proceed to a final selection, after the Conference, 
which will be published by Springer Verlag and distributed to the scientific 
community. 

But, again, the kernel of the success of Eurocast lays in the right 
proposals of subjects for Workshops, their resonance and impact, their 
diffusion and their strict selection of the many intended contributions, all 
by the Workshops Chairpersons. They are Eurocast. 

Three invited Plenary Conferences are presented: the first, by Prof. 
Maynar from the University of Las Palmas de Gran Canaria, known expert 
in Computer and Systems based Methods and Electronic Tools in Clinical 
and Academic Medicine. The second, by Prof. Klempous from Wroclaw 
University of Technology, known expert in Algorithms, Computing in 
Mathematics, Natural Science, Engineering and Medicine and Human-
computer Interaction. And the third, by Prof. Jacob from Kempten 
Technological University and expert in Manufacturing Engineering, 
Industrial Engineering and Mechanical Engineering and Prof. Quesada-
Arencibia from the University of Las Palmas de Gran Canaria, expert in 
Image Processing, Intelligent Transport Systems and Indoor  Positioning 
Systems. 

Special thanks to our hosts, partners and most of all, friends, colleagues 
of Elder Museum. 

The Eurocast 2024 Conference, in line with its 35 years of history, once 
again offers an opportunity for Canary, Spanish, European and global 
science and technology for openness and international relations, which 
will benefit our society. Welcome to Eurocast 2024. 

Las Palmas de Gran Canaria, February 2024. 
The Editors. 
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Extended Abstract

Named Entity Recognition (NER) can be used to identify, among other things,
times, locations, organizations, and persons in texts. In this study, the potential
added value of NER in the military analysis process is tested by means of an
experiment. The military analysis process is a highly sensitive area of work that
requires a high degree of maturity of NER. As part of the experimental testing,
a demonstrator deepCOM was developed. The results of the experiment show,
on the one hand, that there is a clear added value by artificial intelligence in
military information processing. On the other hand, it is shown in the specific for
NER that the added value can be further increased by more accurate labelling.

Digitization o↵ers a wide range of possibilities and opportunities. This par-
ticularly applies to the vulnerable area of national and alliance defence. Military
intelligence is playing a pioneering role in digitization and intelligence studies
[7]. Developments in artificial intelligence (AI) and the associated automated
processing of information are having a tremendous impact on the area of in-
formation gathering and analysis. The task of military intelligence is initially to
ensure analysis and reporting of militarily relevant developments abroad. Due to
the increased and still increasing volume of information, analysis software with
integrated AI components is required, which must first and foremost ensure the
analysis capabilities of an operator. Mature analysis software provides a real-
time picture of the current situation and is the prerequisite for a functioning
crisis early warning system [2].

We explain the Processing phase based on the NATO Allied Joint Doctrine
for Intelligence Procedures [1]. It serves to pinpoint a possible added value of
NER in the military analysis process. The goal of the Processing phase is to meet
the information needs of command personnel as well as to recommend possible
courses of action. An overview of the sub-steps of the phase Processing of the
NATO Allied Joint Doctrine is shown in Fig. 1.

deepCOM provides a military analyst with interactive access to a database
consisting of texts and images. The core functionality of the system is a semantic
search. This allows the user to ask direct questions which are answered by the
system, indicating the sources used [3]. When present in the text, tags are derived
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Fig. 1. Phase of Processing.

from mentions of times, locations, organizations, and persons, which are color-
coded to the user both while identifying relevant sources and while reading
[4, 8]. An implementation of Contrastive Language-Image Pretraining (CLIP)
allows the same prompt to also search for images that occur within sources by
having the operator describe in their own words what is seen in the graphic or
photograph [6].

The NER used in the experiment was not trained for any specific application,
but for German texts in general. However, it could be customized for the enti-
ties that occur exclusively in military source texts (e.g., weapon designations,
names of military leaders). Another possibility for further improvement would
be automated domain-specific dictionary creation [5].
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We explore a novel perspective on Human-Computer Interaction (HCI), con-
ceptualizing it as a dynamic interplay among a diverse array of agents, both
human and computational, within a networked system. The approach draws in-
spiration from models of living systems and systems theory, emphasizing the
autonomous yet interdependent nature of these agents [1]. The essence of our
model lies in the understanding that HCI is not merely about the interface be-
tween humans and computers but is fundamentally about coordination and com-
munication within a network of heterogeneous agents. These agents, each with
distinct capabilities, roles and goals, engage in a continuous process of inter-
action, governed by well-defined protocols and procedures, to achieve collective
goals, from which possibly unforeseen behaviours may emerge.

Central to our discussion is the distinction between human and computa-
tional agents. Human agents, localized within nodes of the network, are pivotal
in determining the outcomes of interactions and their subsequent application
in relevant activities. In contrast, computational agents, with the ability to be
distributed across the network, engage in activities that are either reactive or
proactive, adhering strictly to predefined protocols. This dichotomy underscores
the multifaceted nature of HCI, where human intuition and judgment are com-
plemented by the computational e�ciency and consistency of software agents.

Our model posits that interactive computational systems can be viewed as
populations of these heterogeneous agents, whose evolution and interactions are
steered by human users, acting as a selective factor. This perspective aligns with
the notion of systems as open entities, where multiple concurrent processes inter-
act and constrain each other, maintaining the system’s identity until a terminal
point, akin to the concept of ’death’ in living systems. In this context, system
identity correlates with its ability to maintain a state within a viable range, a
state that is the cumulative result of the activities of various agent populations
that may either cooperate or compete, following di↵erent ’metabolic pathways’.

At any moment during the evolution of the system, each agent is interacting
with a limited number of its peers, depending on space, time, and channel con-
straints. Hence, we can assume that each communication act has e↵ects on the
system’s next state depending on the group of entities which can communicate
with each other under the current conditions (i.e., their communication space).

? Corresponding author: uwe.borgho↵@unibw.de
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Establish(agent) {
/* Determine communication spaces for active modality */

foreach typeOfMessage the agent can issue {
let rec[typeOfMessage] be the set of agents that can
receive typeOfMessage }

/* Determine communication spaces for passive modality */
foreach typeOfMessage the agent can receive {

let snd[typeOfMessage] be the set of agents that can
issue typeOfMessage }

/* Establish active and passive links */
foreach group in rec do snd { FormGroup(group,agent) } }

Fig. 1. Establishing instantaneous agent communication spaces.

Since agents are mobile, the group composition may change over time. We model
this situation by associating each communication space with a dedicated com-
putational agent whose state includes a description of the group composition
and an indication of its activity state. Fig. 1 o↵ers a depiction of the model for
coordinating the activities of agents based on group communication, see also [2].

The practical application of this model is particularly relevant in the realm of
system design and evaluation. By employing this agent-based approach, we can
model both existing and future computational systems, assessing their potential
for success based on their capacity to form a stable and enduring identity over
time. The approach has also practical implications in predicting the success of
emerging technologies. For instance, the widespread adoption and resilience of
technologies like browsers and smartphones can be attributed to their ability to
form systems with stable identities. Applying this model to nascent technologies,
such as the metaverse and generative AI platforms, provides a framework to
evaluate their potential in creating similarly resilient systems.

Furthermore, the incorporation of quantitative criteria for measurement and
methodologies could lead to a systematic approach to optimizing agent inter-
actions. Methodologies like genetic algorithms and network optimization algo-
rithms suggest themselves as suitable to the nature of the system, which is both
reminiscent of biological ecosystem and apt to be modeled in terms of com-
plex networks. This not only could enhance the e�ciency and e↵ectiveness of
HCI systems but also ensure their adaptability and sustainability over time.
In conclusion, our model o↵ers a comprehensive framework for understanding
and designing HCI systems, emphasizing the synergistic and evolving nature of
human-computer interactions within a network of diverse agents.
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Extended Abstract 

The "Yetman Transmitting typewriter" was an innovative invention that attempted 
to create a multifunctional typewriter at the turn of the 19th and 20th century to estab-
lish a multifunctional typewriter on the telegraph market. Although there were numer-
ous attempts to equip typewriters with electromechanical add-ons [1] to create "char-
acter transmission machines", the function as a "pure" typewriter was lost. There was 
hardly any need for a machine that went beyond the Morse telegraph to transmit char-
acter transmission. The low acquisition costs of the telegraph equipment and the spe-
cific skills of the telegraphs stood in the way of the widespread use of character trans-
mission machines with keyboards. Although some telegraphs with keyboards were al-
ready on the market, their acceptance and distribution were rather low. 

Charles Elmer Yetman (*1863, Darlington, Pennsylvania +1949 New York), the in-
ventor of the machine, received his education at Oberlin College in Ohio, where he was 
also trained as a telegraph operator. He gained practical experience as a telegraph op-
erator in the following years at various railroad companies in Ohio.[2] 

In the 1890s and 1900s, Yetman was granted three comprehensive patents in the 
USA for an "automatic telegraphing machine" (US534025, 1895), "a combind type-
writer and telegraphic transmitter" (US637059A, 1899) and "a type-writing machine" 
(US760719, 1904), among others. One of which was granted both in Canada and the 
United Kingdom and another one only in the UK (CA57689, 1897; GB17271A, 1901; 
GB20115A, 1906). In addition, the patenting of a spring-loaded motor (to drive the 
signal coding shaft, US807529, 1905), ball-bearing type levers (US884347, 1908) or a 
unique ink ribbon transport (US760676, 1904) impressively demonstrate Charles Yet-
man's inventive spirit.   

From 1895, Yetman was in close contact with the Remington Standard Typewriter 
Co. and the first prototypes of the "Remington telegraphing typewriter" were built in 
Illion,PA and field-tested in 1900.[3] From 1902/03, the Yetman Transmitting type-
writer with visible writing was launched on the US market.[4] An advertising campaign 
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accompanied the market launch of this machine, which was praised as "a new mechan-
ical wonder in telegraphy"[5]. Ultimately, financial problems, caused by speculation on 
the part of a director, brought the Yetman Typewriter Company into serious turbulence 
already in 1905 and led to bankruptcy in 1906. Despite its restart in 1907 by Charles 
Yetman himself, it went broke again a year later, after machines had already been de-
livered at a small scale.[6] 

The upcoming article is intended to highlight Charles Yetman's pioneering achieve-
ment, which, although not a commercial success, paved the way for subsequent ma-
chines.  
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Modern manufacturing value chains often include multiple stages operated
by di↵erent companies. Due to the complex interactions among stages, the KPIs
for a particular stage might be a↵ected by preceding stages controlled by other
enterprises. Thus, e�cient quality control necessitates a holistic view of the entire
value chain, achieved by transcending corporate boundaries and accessing data
spanning along the entire chain. However, as concerns over data security and
privacy are rising, sharing data between companies has become challenging, if
not impossible.

Federated Learning (FL) has recently surfaced as a viable approach for build-
ing models across data providers without sharing sensitive data. Vertical Feder-
ated Learning (VFL) refers explicitly to scenarios where private datasets share
the same sample space but di↵er in the feature space, commonly found in value
chains. Despite its significant potential in industrial applications, VFL has re-
ceived limited exploration and attention [1]. One of the primary obstacles is the
need for a unified and robust benchmark suitable for experimental evaluation.
Existing works such as UniFed [2], LEAF [3], or PPSR [4] artificially generate
data partitions from a global dataset and allocate them to hypothetical parties.
However, such a way of segmentation is often criticized for being unscientific and
impractical [5].

To this end, we propose VFLBench, a practical benchmark for VFL focused
on manufacturing applications. As shown in Fig. 1, VFLBench includes:

– Open-source federated datasets that cover di↵erent tasks across various
industrial sectors and crucially are partitioned using natural splits. Besides
real-world datasets, we introduce a pipeline that enables the generation of
synthetic federated datasets with customized data modalities. An overview
of the available datasets is provided in Table 1.

– Open-source benchmarking provides reference implementations of the
state-of-the-art VFL algorithms and a fair performance comparison using
unified evaluation metrics. Currently, the list of benchmarked methods in-
cludes FedOnce, SecureBoost, and SplitNN.

Moving forward, with the support of the broader research community, we
plan to expand the datasets and equip VFLBench with additional techniques

Eurocast 2024, February 25 - March 1, Las Palmas de Gran Canaria Extended Abstracts

9



Fig. 1. VFLBench modules.

Table 1. Overview of the available datasets in VFLBench.

Federated
dataset

Industrial
sector

Task No.
samples

Feature split

Fed-SECOM Electronics Anomaly
detection

562 C1: 21 features
C2: 17 features, 1 target

Fed-CHEM Chemistry Regression 176 C1: 12 features
C2: 45 features, 1 target

Fed-OIL Chemistry Regression 43581 C1: 4 features
C2: 8 features
C3: 4 features, 1 target

Fed-BOSCH Metals &
Plastics

Classification 18000 C1: 22 features
C2: 22 features, 1 target

Fed-SYN Undefined
(synthetic

data)

Regression 1000 C1: 10 features
C2: 20 features
C3: 20 features, 7 tar-
gets

to cover a broader range of domains. Minimal requirements and straightforward
guidelines will also be provided to make contributing to the benchmark easier.
Our ambition is to make VFLBench a living benchmark for VFL to accelerate
the development of VFL both theoretically and practically.
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Symbolic regression is a machine learning technique to discover the under-
lying complex relationships between variables as mathematical formulas. Unlike
traditional regression methods, symbolic regression requires no a-priori knowl-
edge about model structure, as the algorithm searches automatically for model
structure and its coe�cients. Another advantage of symbolic regression is that
mathematical expressions are meaningful, interpretable, and understandable [1].
Nevertheless, the complexity of symbolic regression models can reduce their in-
terpretability due to the bloat phenomenon and the appearance of introns. Addi-
tionally, overly complex formulas, especially those that capture noise or outliers
in the training data, usually lead to overfitting and thus may have poorer predic-
tion performance on unseen data. Hence, simpler formulas with similar training
accuracy tend to be preferred to complex ones [2]. With this in mind, many re-
searchers have considered model accuracy and complexity simultaneously when
solving symbolic regression problems. Some studies formulized the symbolic re-
gression problem as a multi-objective problem, with tree length or complexity
as another objective besides model accuracy [2, 3].

The most widely used learning algorithm for symbolic regression problems
is tree-based genetic programming, which continuously evolves a population of
expression trees as candidate solutions by applying genetic operators such as
selection, crossover, mutation, and replacement. In recent years, various studies
have been conducted to prevent genetic programming from producing overly
complex expression trees.

Non-dominated sorting genetic algorithm (NSGA-II) [4] is one of the most
popular elitist algorithms for multi-objective optimization. Recently, NSGA-II
has been successfully used to solve bi-objective symbolic regression problems [2,
3]. The algorithm ensures elitism by merging the parent population with the
generated o↵spring and integrating the non dominated sorting and crowding
distance into the selection process to obtain the new population and a more
uniformly distributed Pareto front.

? The project is funded by the FWF DFH 23 doc.funds.connect Human Centered
Artificial Intelligence
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One widely used method besides Pareto optimality is the weighted sum
method, which incorporates various objectives into a single formula [5]. In this
approach, the objective functions tend to be continuously normalized as they
di↵er in scale. Also, a weight is assigned to each objective in order to guide the
search in di↵erent directions within the objective space. Therefore, the algorithm
is able to cover various regions in the Pareto front by changing the weights. How-
ever, it is di�cult for the weighted sum method to find some parts of the Pareto
front when dealing with a non-convex problem.

In our work, we propose a hybrid cooperative genetic programming approach
for the symbolic regression problem. The proposed algorithm is a hybridization
of a weighted sum genetic algorithm and NSGA-II. The objective is that the
two algorithms support each other cooperatively by communicating the most
promising solutions to create a smoother and well-distributed Pareto front on
the NSGA-II side. In the migration phase, the individuals from weighted sum
GA are added to the NSGA-II population to cover the less-crowded areas of
the Pareto front. On the other hand, the candidate solutions from NSGA-II can
contribute to the weighted sum GA to guide the search in di↵erent locations
within the objective space. For this purpose, having a synchronization strategy
to create an appropriate balance between exploration and exploitation is critical.
An appropriate synchronization strategy can lead to a better convergence speed
and diversity on both sides. With this in mind, the main research contributions
are as follows:

1. Proposing a hybrid multi-objective algorithm for a multi-objective sym-
bolic regression problem, optimizing the model accuracy and expression tree
length at the same time

2. Making a proper balance between the exploration and exploitation by using
the powerful characteristics of both NSGA-II and weighted sum GA
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Problem and Motivation Shape-constrained regression is an important desider-
atum of data-based modeling when you want to enforce your model to possess
an expected behavior despite the intrinsic noise of the collected data. Conven-
tional data-based modeling approaches solely reliant on empirical data, often
fail to incorporate the essential physical constraints inherent to the underlying
systems. This leads to a lack of trust in the model and a reduction of explana-
tory power[2]. Recognizing these limitations of traditional data-based method-
ologies, the integration of shape constraints derived from domain expertise or
fundamental physical principles emerges as a promising extension to enhance
the quality of models. In this paper, we distinguish between single-objective
and multi-objective approaches, as well as soft and hard constraint methods to
evaluate the constraint violations of models. In the context of this research, the
primary focus is on single-objective approaches that incorporate an expanded
scope of features and dynamics. Instead of strictly enforcing hard constraints
and discarding solutions solely based on constraint violation, the paper presents
a dynamic method for calculating constraint violation and prediction error. This
approach involves an incremental increase in the weighting of constraint viola-
tion during the modeling process, achieving an initial, wide-ranging exploration
of the solution space followed by a refined and comprehensive investigation of
potential models through an in-depth search. Furthermore, we want to explore
the critical issue of premature stagnation, a phenomenon wherein the search for a
conformant model, plateaus before reaching an acceptable local optima solution.
The paper tries to address this challenge through di↵erent strategies to maintain
a certain diversity of solutions. The motivation for this research is to advance
shape-constrained data-based modeling by delving into various constraint evalu-
ation methods. Specifically, we aim to propose a combined evaluation approach
that integrates a dynamic constraint violation measurement with prediction er-
ror. By looking into the detailed mechanics of this combined evaluation method
aspire to get a deeper understanding of the interplay between shape constraints
and modeling accuracy.

Method Our proposed constraint evaluation method represents an advance-
ment in the domain of shape-constrained regression modeling. Therefore, we
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employ a single-objective function designed to yield soft constraints. Our ap-
proach combines a dynamic shape constraint evaluation with a measurement of
prediction error, e.g., using a normalized mean squared error (NMSE). The key
of our presented method lies in the dynamic constraint weight adaption through-
out the runtime of the algorithm. This strategic approach involves a variation in
constraint weights, enabling an extensive exploration of the space in a first step.
Subsequently, the algorithm transitions into a deeper and more focused investi-
gation of potential solution candidates. Therefore, we test di↵erent methods for
incrementing the weights during the evaluation process. These methods include
linear increase, exponential increase, and a type of simulated annealing process,
each o↵ering a unique perspective on the interplay between shape constraints
and prediction accuracy. In our constraint evaluation framework, we explore
di↵erent methods for calculating constraint violations. The first approach uses
interval arithmetic (IA), a method that allows us to handle uncertainties and
provide rigorous bounds on constraint violations. As a second approach, we in-
vestigate a sampling approach, aiming for a more granular examination of the
solution space.

Experimental Setup/Preliminary Results To assess the e�ciency of our
proposed constraint evaluation approach, we conducted initial experiments using
the Feynman datasets[1]. This dataset consists of syntactic problems derived
from physics textbooks, which serve as a suitable playground for testing. To
construct our training and test dataset we applied di↵erent levels of noise and
extrapolation scenarios to mimic real-world problems. Moreover, we derived the
underlying physical shape constraints by sampling the given equations.

Table 1 presents our preliminary results, showcasing the performance of the
proposed evaluation approach. The first results indicate that using our method
yields models with comparable and in some cases slightly superior prediction
accuracy. These impressions hint that this approach can help us find solutions
that reflect the underlying behavior of the system as well as maintain competitive
predictive performance. We plan to extend our experimental setup by including
a more extensive set of instances and conducting deeper statistical analysis.

Table 1. Median NMSE values for test set.

GP GPHard GPSoft NSGA-II

I.6.20 0.31 2.25 0.12 0.10
I.41.16 0.25 5.61 3.42 3.78
I.48.20 0.00 0.00 0.00 0.00
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The Vehicle Routing Problem (VRP) has been one of the most studied combinato-
rial optimization problems, aiming to determine the most efficient routes for a fleet of
vehicles to deliver goods to a group of customers. As the global emphasis on sustainabil-
ity and environmental conservation has grown, the logistics sector has begun to adapt
and transform its operations to align with this necessity. Introducing Electric Vehicles
(EVs) into the logistics landscape has been a significant step in this direction, offering
an environmentally friendly alternative to traditional combustion engine vehicles.

However, the integration of EVs into logistics does not come without challenges.
The Electric Vehicle Routing Problem with Simultaneous Pickup and Delivery (EVRP-
SPD) emerges as a complex variant of the traditional VRP, accounting for the unique
constraints of EVs, such as limited battery capacity and en-route recharging necessity.
Furthermore, the simultaneous pickup and delivery aspect requires that each customer’s
demand for both delivery and pickup be satisfied simultaneously, adding another layer
of complexity to the problem.

First of all, we formulated the addressed problem as a mixed integer linear program-
ming (MILP) model, which can be solved using general-purpose solvers like CPLEX or
Gurobi. However, experiments have shown that the problem becomes increasingly com-
plex in the presence of SPD constraints, in conjunction with the limited driving range
of electric vehicles. This complexity asks for the design of more effective algorithms
for deriving good-quality solutions. Accordingly, a recent variation of the hybrid meta-
heuristic “Construct Merge Solve & Adapt” (CMSA) [2]—called Adapt-CMSA—has
been designed to solve particularly large-scale problem instances. This self-adaptive
variant of the CMSA was developed to handle the parameter sensitivity of the original
algorithm [1]. In general, CMSA algorithms rely on the iterative application of an exact
solver to specific sub-instances of the original problem instance. This process aims to
decrease the search space before employing the exact solver. In order to accomplish
search space reduction, a bottom-up strategy is employed that consists of two funda-
mental stages. Initially, the CMSA algorithm probabilistically generates solutions to
the addressed problem. Subsequently, these solutions are merged to form a sub-instance
that can then be solved using the exact solver.

The algorithm’s performance was evaluated on various problem instances compared
with other algorithms, namely a probabilistic C&W Savings algorithm (pC&W), a prob-
abilistic sequential insertion algorithm (pIns), and the VNS variants from [3]. The latter
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(a) Best performance (b) Average performance

Fig. 1: Pairwise algorithm performance comparison heatmaps. Algorithms are labeled
as: [1]: Probabilistic C&W savings; [2]: Probabilistic Insertion Algorithm; [3]: Reduced
VNS-Cyclic; [4]: General VNS-Cyclic; [5]: Adapt-CMSA.

study presents 12 different variable neighborhood search (VNS) algorithm variants de-
signed for the EVRP-SPD. In the context of small problem instances, the performance
of the proposed algorithm is also compared with the standalone application of CPLEX
for solving our two-index MILP formulation and the three-index formulation from [3].

CPLEX optimally solved every small problem instance (with 5, 10 and 15 cus-
tomers), regardless of the specific MILP formulation. However, our model enabled this
performance with considerably less CPU time than the one from [3]. Concerning the
heuristic approaches, VNS and Adapt-CMSA were able to find all the optimal solutions
provided by CPLEX. However, Adapt-CMSA presented this performance requiring less
CPU time than VNS. Regarding the large-sized EVRP-SDP instances, Adapt-CMSA
significantly outperforms the best VNS variants and two construction heuristics regard-
ing best and average results. Note that compared VNS variants are reported as the top
two variants among all VNS variants tested in the respective publication.

Figure 1 visually supports this observation, presenting two heatmaps that compare
the performance of the algorithms across multiple instances. Each cell in these heatmaps
indicates the proportion of instances for which the corresponding row’s algorithm out-
performs the column’s algorithm. Darker shades in the heatmap emphasize a higher
proportion, signifying the row algorithm’s frequent dominance over the column algo-
rithm, while lighter shades indicate the contrary.
Acknowledgements. Support was received by grants TED2021-129319B-I00 and PID-
2022-136787NB-I00 funded by MCIN/AEI/10.13039/501100011033.
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Extended Abstract

The European Commission’s net zero goal puts forth a vision of achieving
climate-neutral transport by 2050[5]. The UK has enacted legislation aiming
to reach this emissions target encompassing the entire economy, including the
transport system[6]. Numerous studies have been carried out to assess the po-
tential impacts of connected and autonomous vehicles (CAVs) on emissions[3]
also exploring the feasibility of enhancing existing public transport (PT) systems
through the use of zero-emission CAVs[4].

Consequently, CAVs could deliver significant social benefits to local commu-
nities, particularly in situations where deploying traditional transport options
would be economically impractical due to expected low passenger volumes[6].

Recent research suggests macro-level mobility simulations, which rely on open
data such as mapping and timetables, can be integrated with optimization strate-
gies. This integration proves beneficial in addressing practical scenarios involving
the design of CAV routes[1].

The imperative to transition the current transport system toward achieving
net zero is underscored by initial findings and subsequent feedback from trans-
port o�cials. However, navigating this transformation poses significant chal-
lenges on the journey to achieving net zero carbon emissions. It is crucial to
identify the most e↵ective changes and elements that will support this transi-
tion, necessitating an integrated perspective gained through simulations at var-
ious levels of the transport system. This approach is relevant before introducing
new routes for CAVs.

In this context, we elaborate on the development of a simulation that inte-
grates both micro-level SUMO[2] simulate tra�c data and macro-level mobility
open source OSM and GTFS map data. This integration facilitates the utilization
of state-of-the-art evolutionary algorithms to uncover realistic optimal transport
plans which seamlessly integrate new CAV routes into an existing multi-modal
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PT systems. To illustrate this process, we present a case study based on a real-
world scenario in the Leeds area.

The findings from our approach provide valuable insights into potential en-
hancements achievable through the incorporation of micro-level simulation in
the designated study area. Specifically, we identified a route with a 3% improve-
ment in mobility using 8 CAVs, increasing to 12.5% with a larger investment
of 14 CAVs during the 8 am to 8:30 am peak time on a workday. Additionally,
we compared integrated macro-level and micro-level simulation to simple macro-
level data simulation. Integrated simulation and macro level identified common
stops for constructing CAV routes which we believed would be useful insight to
construct CAV routes in real-world scenarios.

Our approach represents a stride towards automating the generation of re-
alistic solutions, specifically addressing the intricate challenges associated with
both micro and macro aspects of public transport planning.
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1. Han, K., Christie, L.A., Zăvoianu, A.C., McCall, J.: On discovering optimal trade-
o↵s when introducing new routes in existing multi-modal public transport systems.
In: International Conference on Computer Aided Systems Theory. pp. 104–111.
Springer (2022)
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Automated Inference of Domain Knowledge in
Scientific Machine Learning

Florian Bachinger1, Christian Haider1, Jan Zenisek1, and Michael A↵enzeller1
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University of Applied Sciences Upper Austria, Hagenberg, Austria

In applications of machine learning (ML) we see the ever-increasing need
for interpretable, and domain-informed prediction models that increase trust in
model predictions. One research direction tries to explain trained opaque-box
models after the fact [2], while another tries to introduce domain knowledge
during ML training to ensure that the resulting models adhere to expected be-
havior. In this work, we try to improve the latter category, by automatically
inferring the very knowledge required to guide ML training from a given data.

Background: One category of ML algorithms, capable of domain knowledge
integration, is shape-constrained regression (SCR) [1]. Therein, interval bounds
are introduced onto the image of the function or any order of its partial deriva-
tives to enforce the shape of the prediction function.

Possible examples for shape-constraints are: a function is known to be solely
positive valued f(X) � 0 (e.g., the power production of a photovoltaic (PV)
system), or a function is monotonic increasing over a certain input @

@xi
f(X) �

0 (e.g., increasing solar radiation, in turn, increases PV power production).
Shape-constraints are especially useful when training data is available in limited
amount, or when certain extrapolation behavior of prediction models should be
enforced. In short, shape-constraints allow us to define and enforce behavior of
models and the desired interactions between inputs with regard to model output.

Motivation: Currently, we rely on domain experts, first principles, and the
domain understanding of the data scientists, to gain the prior knowledge for
domain-informed ML. However, domain experts might be unaware of the exis-
tence of such interactions in their respective fields, or, in the case of material
sciences, want to find out about these very interactions, but require empirical
research and subsequent analysis of recorded data. Therefore, we desire an ap-
proach that is able to automatically infer knowledge from data of a given domain.

Solution Concept: We envision our approach as an additional step or tool
in the data preparation phase of ML. Data scientists apply our approach on new
data to retrieve suitable constraints that can be subsequently integrated into
model training. Thereby, our approach will contribute towards guiding the ML
algorithm’s search and improving resulting prediction performance.

Solution Approach: If certain interactions, such as positivity or mono-
tonicity, are true for the whole data domain, they are also true for any given
subset of the data. Thus, in step (1) we split the available data into a training
and validation set, but do not apply a random split, instead, we spatially split
the data by continuously moving the convex hull of the input space into the
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Fig. 1. The contour plot of the AIFeynman expres-
sion I.6.2, is monotonic decreasing over ✓ (dashed
turquoise arrow) but exhibits no monotonic behavior
over �. The smaller training subset (yellow square)
exhibits the same behavior. Models trained with the
right constraints, on data in the yellow square, will
exhibit better prediction performance on the valida-
tion outside of the yellow square.

training set until the desired split ratio is achieved. See Figure 1 for a visual
representation.

In step (2) we train simple ML models (polynomials of degree 3) on the
spatially central training data and evaluate their respective extrapolation pre-
diction performance on the validation set. Here, we apply a brute force method
and investigate every possible combination of monotonicity constraints for each
equation during model training. The assumption being, that correct constraints,
and the correct combination thereof, will exhibit the best extrapolation perfor-
mance as the model is being guided in the correct manner. We rank the resulting
models by their validation accuracy to reveal the constraint configurations with
the best extrapolation performance.

Experimental Setup: To show the feasibility of our approach, we selected
the AI Feynman [3] benchmark set which contains a number of equations as
closed form expressions from Richard Feynman’s lectures, stemming from the
fields of physics and engineering. We can symbolically derive these equations,
and thus, determine the actual known constraints beforehand (i.e., analytically
determine the actual physical interactions of inputs with regard to the target)
that we subsequently want to find ourselves.

From these expressions, we generate data by sampling a uniform random
input space and evaluating the equation for this data to calculate the target val-
ues. We add normally distributed noise to simulate real world data. The datasets
include 120 equations with up to one to nine independent inputs, respectively.

Outlook: In our promising preliminary results, we were able to determine the
exact constraints of the original base equation in 28 of the 120 instances. In these
instances, the model with the exactly correct constraint combinations ranked
first place by order of validation error. We plan to further improve our results
and the method of evaluation and reporting thereof for our full contribution.
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1 Introduction

Connected and automated vehicles have a significant impact on the global au-
tomotive industry, particularly the logistics and freight transport sector. The
rise of autonomous driving technology is reshaping mobility paradigms, prompt-
ing established players and startups alike to adapt. While advancements in AI
algorithms show promise in managing the complexities of autonomous driving,
the challenges such as high development costs, safety requirements, and legal
questions remain significant. Compared to public roads, operation in controlled
environments such as yards lowers the risk factors. Still, yard logistics addresses
issues such as a shortage of qualified drivers, high accident rates, and underuti-
lized freight capacity.

In the project AWARD (All Weather Autonomous Real logistics operations
and Demonstrations) [1], a framework has been developed to support the adop-
tion of autonomous technology in freight transport in real-life logistics scenarios.
The goal is to create a system for automated guided vehicles (AGV) that compile
with all safety standards, equipped with multiple sensors and a teleoperation
system for 24/7 availability. These vehicles will undergo validation in diverse
use cases, including warehouse operations, open-road shuttle services, airport
baggage dispatching, and port container transfers. A central component is the
fleet management system (FMS) for optimizing logistics processes integrating
various information sources (e.g., vehicles, logistics systems, and roadside infras-
tructure). The system is designed to dispatch the most suitable vehicle for a
logistics order based on the current conditions.

2 Methodology

This paper focuses on the fleet navigation algorithm of the FMS, which assigns
the orders and routes to the AGVs in the system. This is modelled as a dynamic
pickup and delivery problem [2] on a road network, which is a directed graph,
where nodes represent junctions and arcs represent road segments. Each order

? The project AWARD has received funding from the European Union’s Horizon 2020
research and innovation program under Grant Agreement No. 101006817
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has a pickup and a delivery location, a given load, and a given soft time window
for each location. The problem is dynamic since orders are added to the opera-
tional day on the fly and not known beforehand. In addition, so called situations,
which impact the speed of the AGVs on defined street segments for a given time
period, arise. Situations may arise where certain network areas are temporar-
ily closed or weather conditions a↵ect the roads, consequently the speed of the
AGVs. These events also occur dynamically. The solution is a sequence of edges
to traverse for each vehicle, so that the fleet can fulfill the maximum number of
orders without violating their load and time constraints, and that vehicles do
not conflict each other on their route.

Our main contribution is the optimization algorithm tailored to address the
multifaceted challenges of real-world freight transport problems involving AGVs.
The formulated problem is a dynamic time-dependent pickup and delivery prob-
lem with soft time windows, accommodating the variable speeds resulting from
dynamically changing situations. The algorithm employs both time-dependent
forward and backward Dijkstra algorithms based on [3], considering the depar-
ture time, respectively arrival time, to determine the shortest path. Furthermore,
to evaluate the feasibility of the time windows, we extended the segment-based
evaluation method [4] to account for the impact of time-dependent networks.

Implementing the concept of large neighborhood search [5], the algorithm
only accepts conflict-free schedules [6] as new candidate solutions, which is
aligned with the move evaluation process. The approach integrates these com-
ponents to tackle the dynamic nature of the fleet navigation problem, promising
practical applicability in optimizing AGV-based freight transport systems.
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Dynamic optimization problems are usually defined by a time-dependent

objective function, meaning that the decision variables that are considered op-

timal at one point in time might no longer be suitable later. An underlying

assumption of dynamic optimization is that information from previous problem

epochs can still be utilized to facilitate the search, as opposed to starting the

optimizer from scratch every time a change is detected. Although dynamic op-

timization problems arise in many application areas like production planning,

routing, scheduling, data analysis and forecasting, the majority of literature for

black-box optimization procedures focuses on static problems. Of those studies

that deal with dynamic optimization problems, a prominent concept is the usage

of evolutionary algorithms that provide implicit memory in form of a population

of solutions [1].

A highly relevant aspect of any dynamic evolutionary algorithm is the careful

curation of the genetic diversity in the algorithm’s population. Diversity in this

context describes the amount and uniqueness of the genetic information present

in the population. In static optimization, diversity is usually slowly decreased

by selection mechanisms until it finally converges; at this point most members

of the population resemble each other both in terms of decision variables and

achieved objective value. Conversely, in dynamic optimization, a certain measure

of diversity must be retained or periodically reintroduced. An already converged

population confronted with a strong change may struggle to re-create essential

building blocks.

In this paper we demonstrate and compare different mechanisms of managing

diversity in genetic algorithms that are operating on dynamic traveling sales-

man (TSP) problem instances:

? This research was funded in part by the Austrian Science Fund (FWF) [I 5315-N].
The financial support by the Austrian Federal Ministry for Digital and Economic
Affairs and the National Foundation for Research, Technology and Development and
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– No specific management: In principle, mutation and crossover operations can

introduce new diversity, but may severely impact any time performance by

destroying important building blocks as it is being constructed.

– Problem-triggered restarts: Recent research [1] reiterates that for certain

scenarios restarting a genetic algorithm whenever a change is detected is

preferable to complex schemes of memory or diversity management.

– Population-triggered restarts: A simple way to govern algorithm restarts is

measuring the likelihood for a child to outperform its parents. Variations

of this approach that use dynamic population sizes were already applied to

several dynamic scenarios [3].

– Immigration schemes: These algorithms [5] continuously integrate either new

solution candidates or memorized ones from previous epochs via immigration

into the population, thereby trading the need for restarts for a constant influx

of genetic material.

– Layered population structures: The age-layered population structure [2] re-

spects the fact that newly generated solutions often have little chance of

outcompeting older members of the population while still potentially con-

taining important building blocks. The population is therefore separated into

layers of different age as to limit competition. The youngest layer is period-

ically reseeded and successful genetic information migrates slowly through

the layers, negating the need for discrete restarts.

Performing this analysis on the dynamic TSP [4] provides the advantages of a

well-known and well-defined problem, an intuitive encoding where build blocks

are represented as sub-tours and the possibility of obtaining the current best

solution via exact solvers with negligible computational effort. It allows for an

analysis of the age of different optimal building blocks and measuring the corre-

lation of genetic diversity with momentary and overall algorithmic performance.

By better understanding the mechanics of diversity retention and loss, we ex-

pect to lay the groundwork for more fine-grained and adaptive diversity control

mechanisms.
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The problem of finding a minimum dominating set of vertices of a graph
G = (V,E) is one of the best known and intensely studied optimization prob-
lems on graphs. Dunbar et al. [4] introduced a variant of this problem called
↵-domination problem, in which for a fixed proportionality parameter 0 < ↵  1
the goal is to find a minimum cardinality set S ✓ V of distinguished vertices
such that each vertex v 2 V is already contained in S or at least a fraction ↵
of its neighbors is comprised by S; in both cases we say that v is ↵-dominated.
This problem is strongly related to the so-called Minimum Positive Influence
Dominating Set (MPIDS) problem introduced in [7], in which the aim is to
maintain sufficient influence in a social network by utilizing the minimum num-
ber of influencing actors (here, even actors need to receive influence from their
equals). In the age of constantly growing data on social networks and the in-
creasing relevance of disinformation campaigns [2] and viral marketing [7], the
↵-dominating set problem seems to us a partially more suitable model to deter-
mine how influence—even before consolidating it—can be achieved by using a
few simultaneously deployed actors of assumed loyal behavior.

The ↵-domination problem can be seen as an interpolation between the clas-
sical domination problem, for sufficiently small ↵ > 0, and the Vertex Cover
Problem, for ↵ = 1. It is shown in [4] that for any 0 < ↵  1, it is NP hard to
find an optimal solution; moreover, upper and lower bounds for optimal solutions
on general graphs but also for special graph classes are derived.

Although practical computational methods for the MPIDS problem and other
problems with parallels on a conceptual level (such as, e.g., the Target Set Selec-
tion Problem [5] studying the influence under a propagation aspect) are recently
receiving an increased attention (see, e.g., [1,6]), to the best of our knowledge
this was not yet the case for the ↵-domination problem. Therefore, we study
in this work an integer linear programming approach as well as a constructive
heuristic and a local search, which are further extended towards a GRASP and
a configuration checking [3] metaheuristic. These approaches are experimentally
evaluated on a diverse set of graphs in terms of solution quality and speed. In
this study, we restrict ourselves on the parameter choice ↵ = 0.5, which is readily
adopted in the aforementioned comparable settings [5,7].

*We acknowledge the support of the Doctoral Program VGSCO by the Austrian
Science Fund (FWF) under grant W1260-N35 and of Austria’s Agency for Education
and Internationalization under grant BA05/2023.
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First, we set up a binary integer linear programming formulation and ap-
proach it by the commercial solver Gurobi. We observe that in particular denser
graphs with only a few hundred vertices require impractically long runtimes or,
if the solver ist stopped early, only poor solutions with large remaining optimal-
ity gaps are obtained. Thus, as an alternative, we propose an efficient greedy
heuristic that favors vertices leading to a largest immediate increase in newly
↵-dominated vertices during the process of iteratively adding vertices to S. We
supplement this construction with a subsequent local search that always removes
a vertex v 2 S ✓ V from S and fixes all resulting violated constraints by trying
to make distinguished only a small number of further vertices. The choice of v is
based on a score that results from a linear combination of three key quantities
of a vertex v 2 S: its degree, its saturation (number of distinguished neighbors)
and its indispensability (number of neighbors that would immediately lose their
↵-domination status if v was removed from S). Sensibly randomizing the con-
struction heuristic and iterating it together with the local search, we obtain a
GRASP metaheuristic. Moreover, we experiment with restricting the actually in-
vestigated neighborhoods by means of configuration checking. A particular focus
lies in the experimental analysis of the conditions under which the introduction
of the configuration checking leads to a further improvement and how the level
of detail of the stored configurations is reflected in the solution quality.

The instances we use for evaluation are graphs with up to thousands of ver-
tices (ranging from highly structured to random graphs with different sparsities)
already used for similar domination-related problems.
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Introduction The field of symbolic regression has been growing rapidly in the

recent years due to its innate value in generating highly-interpretable models that

are highly sought after in real-life applications. This paper compares four of the

latest, more advanced methodologies and systems used for symbolic regression: a

method proposed by Meta that uses a neural network based on the transformer

architecture, two methods based on exhaustive search that rely on heavy pruning

of all functions in a function space, and a method based on genetic programming.

The four methods are compared on the scaled univariate Nikuradse dataset. The

four model generators are compared quantitatively using mean absolute error

and R2 score, in addition to qualitatively with the use of visualisation.

Methods The most basic generator is the standard genetic programming based

generator [1], this generator uses a population-based optimization method to

randomly iterate and move through the function space and find the best func-

tion structure and constants it can. This was the leading method for symbolic

regression for a large section of its beginnings. However, this method has a num-

ber of obvious downfalls including: no guarantee of finding the optimum in the

space, and long inference time.

Based on this principle, some generators were created that tried to avoid one of

the main downfalls of standard GP (genetic programming) methods: the lack of

guarantee that the model would reach the best optimum in the given function

space. Two of these methods: ESR (exhaustive symbolic regression) [2] and GE

(Grammar enumeration) [4] rely on exhaustive search of the function space to

find all possible structures and then heavy pruning to reduce the number of

possibilities (this is where they mainly di↵er) and then evaluation on a specified

cost function to find the best fit. ESR does evaluation based on the minimum

description length principle.

The final method [3], proposed by Meta, is to challenge the two-step procedure

of symbolic regression (finding the structure, finding the constants) entirely and

develop a transformer-based model to generate the full expression in one step.

The model has shown very promising results and even has the added capability

of having the constants refined after the initial generation as a sort of refined ini-

tialization. In addition, the use of a transformer tremendously improves inference

time over the other methods. This will be referred to as ”DeepSR”.
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Table 1. Examplary expressions and results for the tested methods.

Method Expression MSE

DeepSR ✓1 � ✓2|✓3 (✓4 x)
✓5 � ✓6 sin ((✓8 x) (✓9 x� ✓10)) + ✓11| 0.0044

ESR ✓1

✓2
✓3
x

+x
0.0136

GE ✓1e
✓2x

✓
3 ln (|x+ ✓4|) + ✓5 0.0017

GP ✓1x+

�
✓2x+ ✓3x

p
e✓4x

�
(✓5x+ ✓6xx) + ✓7 0.0016

Discussion It can be seen that is very obvious di↵erences between the perfor-

mance of each of the generators, the top 2 models being grammar enumeration

and the standard genetic programming method. This experiment will be further

expanded on more datasets and also with further discussion about the behavior

and result characteristics of each model generator.

Fig. 1. Comparison of models
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Background and Motivation: Evolutionary Computation (EC) based stud-
ies and applications regularly need long-running times. High dimensional prob-
lems, domain-specific target functions (e. g., simulation-based), complex opera-
tors (e. g., gradient descent) or large data sets are just some reasons to aim for
faster EC algorithms using parallel computing and workload distribution. More-
over, parallel/distributed EC is not only faster, but also enables the development
of other algorithmic aspects, e. g., strategies to avoid premature convergence [1].

Software frameworks such as ECJ [2], HeuristicLab [3], or DEAP provide
large selections of EC algorithms, parallelization engines to execute them and
rich dashboards to analyze their performance. However, without profound pro-
gramming skills and deeper framework knowledge, it can be quite cumbersome
to go beyond the mere use of available algorithms in these tools. In particular,
we see a lack of support in the development of custom parallel and distributed
EC algorithms, which we want to address in this work.

Method: In this paper, we present an EC framework prototype, which incorpo-
rates (a) a library of EC paradigm implementations (b) a description language
with corresponding frontend to design new algorithms as operator graph and (c)
a kernel, which handles the parallel/distributed execution of algorithms.

(a) Library: We provide implementations for popular EC paradigms such as
Genetic Algorithm (GA), Genetic Programming (GP), Evolution Strategy (ES),
etc. as basic algorithm building blocks with several standard hyperparameters to
tune. The algorithms are made pluggable, so that parallel/distributed concepts,
such as Island GA, Cellular EA, or Age Layered Population Structures are easy
to design.

(b) Algorithm design: We adopt the operator-graph-algorithm concept of
HeuristicLab [3] using the graph description language Sidl

1 and extend the cor-
responding Visual Studio Code extension for our purpose. As a first result to
this end, we refer to Figure 1, where the design and execution of an Island-GA
with an ES, integrated as local search, is demonstrated.

(c) Kernel: The kernel component parses the algorithm description and pro-
visions and orchestrates the necessary environment for execution: Each graph
1

https://github.com/prescriptiveanalytics/Sidl
2

https://github.com/janzenisek/eurocast2024

Eurocast 2024, February 25 - March 1, Las Palmas de Gran Canaria Extended Abstracts

31



Fig. 1. Design, execution and monitoring of a custom composed EC algorithm: Left-
hand side, the language editor with the textual description for a custom algorithm is
depicted, while in the middle, a synchronized view of the resulting algorithm graph
is shown. A kernel to execute the designed algorithm is accessible via the editor’s
terminal. On the right-hand side, real-time information regarding best fit, selection
pressure, etc. of the currently executed algorithm is displayed.

node is run as an individual, distributable container (cf. docker & kubernetes).
Each graph edge, i. e., the communication between nodes, is implemented via
sockets, which enable request-response, as well as publish-subscribe messaging.
One kernel feature to highlight hereto is the dynamic selection of the optimal
communication path: If nodes share memory, they can communicate via custom,
high-performance in-memory sockets, otherwise they use network sockets.

In the final paper, we aim to present an implemented and tested concept
for design and distribution of EC algorithms in greater detail. However, we do
not plan to provide a new, full-fledged EC-framework. We will show serveral
algorithm design examples, as well as achieved solution quality and runtime
performance on a set of well-known benchmark functions. The current state and
future developments can be tracked on our github repository2.

Acknowledgements: The presented work was done within the project “Secure
Prescriptive Analytics”, funded by the state of Upper Austria as part of the
program “#upperVISION2030”.
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Extended abstract

In recent years, hybrid optimization approaches have been increasingly proposed
to solve difficult optimization problems from different domains (see [1]). Discrete
optimization problems are prevalent in port logistics, playing a pivotal role in
the effective management of intricate operations within seaports. These problems
necessitate discrete decision-making to optimize various facets of port activities,
including container handling, vessel scheduling, resource allocation, and trans-
portation. Different metaheuristics have been used for solving many of these
problems in literature, such as POPMUSIC [5], Variable Neighborhood Search
(VNS) [2], etc.

We address an important challenge of optimizing the routing of straddle carri-
ers (SCs) in ports, focusing on their efficient movement of containers between the
quay and storage yard while adhering to loading/unloading sequences. Specifi-
cally, we tackle the Manhattan Metric Straddle Carrier Routing Problem with
Buffer Areas (MSCRB) introduced in [4]. The MSCRB involves optimizing SC
routes to minimize vessel turnaround times, considering constraints imposed by
loading sequences and limited buffer areas strategically placed within the oper-
ational range of quay cranes (QCs). The operational efficiency of such terminals
is significantly influenced by the routing of SCs. The routes must consider the
order in which containers are loaded and unloaded at quay cranes (QCs), while
also accounting for the limited buffer area capacity of each QC. This buffer area
temporarily stores containers after being handled by a QC or an SC. Addition-
ally, the solution framework incorporates safety constraints. Efficient SC routing
plays a crucial role in minimizing the idle time of QCs, thereby enhancing overall
productivity and reducing vessel turnaround time—a key objective of the prob-

4PMWJOH�UIF�.BOIBUUBO�.FUSJD�4USBEEMF�$BSSJFS�
3PVUJOH�1SPCMFN�XJUI�#VGGFS�"SFBT�VTJOH�B�)ZCSJE�

.FUBIFVSJTUJD�.FUIPE
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lem. The problem is proven to be NP-hard in the strong sense, as demonstrated
by [4].

We introduce a hybrid metaheuristic strategy to address this optimization
challenge encountered in container terminals where SCs are responsible for trans-
porting containers between stacking areas and the seaside. Variants of Variable
Neighborhood Search (VNS) [3] and GRASP [6] methods are implemented to
address the MSCRB and the possibilities for their hybridization are explored.
These algorithms tackle the problem by integrating four local search operators
commonly employed in vehicle routing problems, as well as four proposed shak-
ing operators.

A comparative analysis is performed in which the results of these approaches
are evaluated against each other, the exact results obtained and the results from
the literature. To compare our results with the exact result, we use the optimiza-
tion solver GUROBI. The numerical experiments show the superior performance
of the proposed algorithms compared to the exact solver, especially for larger
instances. Furthermore, a comparison with results from the existing literature
shows that the proposed hybrid approaches provide very competitive results.
Overall, the proposed methods achieve competitive results that meet the high-
performance requirements in real-world scenarios, and the obtained results show
the advantages of hybridizing different methods.

Acknowledgments. This study was funded by the German Federal Ministry for Digi-
tal and Transport (BMDV) with the funding program for Innovative Port Technologies
(IHATEC) within the project TwinSim.
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Extended Abstracts

Designing hotels is a task that requires the utilization of knowledge from various

fields: hotel management, architecture, psychology, marketing, and economics.

This work is interdisciplinary in nature, combining expertise in architecture and

urban planning with information and communication technologies. Due to the

complexity of the subject, the focus has been on aspects directly influencing

programming, planning, and designing within the architectural scope.

In each establishment, in addition to complying with building, sanitary, and

fire safety regulations, it is necessary to consider requirements regarding equip-

ment and the scope of offered services. The number and complexity of criteria

depend on the chosen type of project during the planning stage. Hotels are clas-

sified by stars, where one star represents basic accommodation services, and five

denote a facility of high standards with a rich range of provided services.

There are numerous publications describing the principles of designing con-

temporary hotels. In a review paper [4], the focus is on the analysis of multi-

criteria methods in the context of building design. Six approaches were then com-

pared. Additionally, during the design process, technical aspects of the building

can be taken into account, such as energy use and loads, indoor thermal comfort,

life-cycle costs, and life cycle CO
2

gas production [6].

In such tasks, solutions based on artificial intelligence, including machine

learning, are currently very popular [3]. An alternative are genetic algorithms

(GA), which can be applied to various tasks, such as scheduling [5] or designing

wireless networks [2]. GA have also been applied in the context of building design,

aiming at optimizing building insulation [8] or ecological solutions [7].

The subject of this research is the intelligent support of the hotel design

process. The study is divided into two stages. The first stage involves selecting

a plot for the hotel project based on individual constraints arising from the Lo-

cal Spatial Development Plan and technical conditions that buildings and their
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placement should meet. These include: a) maximum building footprint, b) min-

imum biologically active area, c) permissible roof slopes and shapes, d) building

height and number of floors, e) applicable and non-exceedable building lines,

f) distances from plot boundaries. It is also necessary to introduce additional

constraints that do not arise from regulations but have a significant impact on

the selection of the functional program and the leitmotiv of the facility. As a re-

sult, surfaces are obtained that showcase the potential of each plot (number of

rooms, size of functional zones depending on the hotel category).

The second stage begins with the selection of a specific plot. It involves multi-

criteria optimization, taking into account criteria such as the number of rooms

and attractions, room layout in relation to cardinal directions, and the degree

of articulation of the building form. As a result, a Pareto front is obtained,

presenting possible hotel form solutions that meet all the specified constraints.

The dynamic development of the hotel industry, coupled with the simultane-

ous advancement of artificial intelligence, encourages the adoption of intelligent

solutions in optimizing the design of contemporary ventures. Furthermore, nu-

merous indicators and forecasts point to ongoing developmental trends in the

hotel industry, making it even more worthwhile to delve into the topic associ-

ated with successive expansions [1]. The research results will not only present the

methodology and operation of algorithms but may also serve as a foundation and

inspiration for designing similar solutions in the future. It should be emphasized

that, during the literature review, no work was found that covered the scope of

the research topic of this paper. This work fills the identified research gap.
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1 Introduction

In current parcel logistics systems, individual shipments are usually packed in

disposable cardboard packages that are discarded by the recipient after delivery.

This generates large amounts of waste paper that must be collected and disposed

of (or, preferably, recycled).

In total, packaging already accounts for 50% of all paper that is used in

Europe [1] – a number that is expected to increase by a further 19% by 2030. In

the European Green Deal, the European Commission has set the goal to reduce

the amount of packaging waste by 15% (compared to 2018) until 2040 through

increased reuse and recycling of, among other things, the packaging used in

e-commerce deliveries [2].

If packaging is to be reused, empty packages must be collected from recipients

and returned to prospective senders. In the interest of e�ciency, this should not

be done by dedicated package collection tours, but instead be combined with

corresponding delivery tours.

Over the course of a working day, the cargo hold of delivery vehicles becomes

progressively emptier as packages are taken out and delivered to their recipients.

This excess capacity can then be used to store collected empty packages.

We therefore propose an algorithm for planning combined package delivery

and collection tours in a parcel logistics system that uses reusable packaging.

2 Problem Definition

We consider a parcel logistics system covering a designated geographical area in

which a given set of package transportation requests must be fulfilled. A request

can require either (a) the transportation of full packages (i.e., ones containing

goods) from a sender to a recipient, or (b) the transportation of empty packages

from a previous recipient to a prospective sender.

Full packages must always be delivered directly from the shipment’s des-

ignated sender to its recipient, as they represent the transportation of unique

goods contained therein. In contrast, empty packages are a commodity, i.e., a

prospective sender’s request for empty packages can be fulfilled from any avail-

able source.
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Both senders and recipients can be either (a) local (i.e., lying within the

system’s area), or (b) remote, (i.e., lying outside the area). For transportation

requests between two local parties, the corresponding packages are transported

directly from the sender to the recipient (or vice versa). In contrast, requests

between a local and a remote party are fulfilled via a designated hub (e.g., a

parcel distribution center). Instead of delivering directly from (or to) the remote

party’s address (which lies outside the system’s area and might therefore be far

away), packages are instead delivered from (or to) the hub instead. Thus, we

only consider the last (or first) leg of the package’s journey.

Transportation requests are fulfilled by a fleet of vehicles, each with a given

package capacity, that start and end their daily tours at their depot.

We consider three distinct operational variants of the aforementioned system.

In variant A, recipients return their empty packages to a set of collection stations
that are spread throughout the system’s area, from where they can be picked

up by the system’s vehicles. In variant B, empty packages are instead collected

directly from the recipients’ home addresses. In both variants A and B, a single

company is responsible for fulfilling all transportation requests.

In contrast, multiple companies operate within the system’s area in variant

C. Requests for full packages are preassigned to one company, whereas empty

packages can be transported by any of them. The assignment of empty package

requests to vehicles is done from a global perspective to analyze the system’s po-

tential performance in an optimistic case with cooperation between the di�erent

companies.

In each variant, the objective is to determine a set of vehicle routes that fulfills

all given transportation requests while minimizing the total distance driven.

3 Algorithm and Experiments

We use a metaheuristic algorithm based on variable neighborhood search to

compute the aforementioned set of vehicle routes. We then analyze the system’s

behavior in each of the three previously described variants on a set of benchmark

instances generated for di�erent regions of Austria.
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Motivation and Problem. We consider a class of job scheduling problems in

which human users, e.g., the personnel of a company, need to perform jobs on

some shared machines and the availabilities of these users as well as the ma-

chines is critical. In such situations it is rarely practical to ask users to fully

specify their availability times. Instead we assume users initially only propose a

single starting time for each of their jobs, and a feasible and optimized sched-

ule shall then be found within a small number of interaction rounds. In each

such interaction round, our scheduling approach may make a small number of b
queries to users to find out more about their availabilities. We investigate two

different forms of queries. For the first one, the approach proposes alternative

time intervals for the users’ jobs, which the users either accept or reject, and

for the second, users are asked to provide alternative possible starting times for

their jobs restricted to certain time intervals. The problem we benchmark our

approach on includes multiple identical machines and only one job can be per-

formed in a non-preemptive manner on one machine at any time. As planning

horizon we consider several days and time is discretized. Jobs have individual

but machine-independent durations and no precedence constraints. Scheduling

a job induces time-dependent costs and we allow that jobs remain unscheduled

at additional penalty costs.

This interactive job scheduling scenario has originally been considered in [2].

Some approaches to solving a scheduling problem similar to our core problem

when neglecting the interaction aspect include mixed integer linear programming

[3, 1], a genetic algorithm [3], as well as a greedy heuristic and local search [1].

Solution Approach. The challenge in each round is to find a set of user queries

that have a high potential to gain knowledge on further user availabilities for

improving the current schedule. For the first form of queries this means that

they have to be likely to be accepted and reduce the objective value as much as

possible if accepted. To find a good set of queries of the first form, we first collect

all meaningful queries, i.e. all time intervals of job lengths fitted into the time

horizon, since longer intervals would have a very low chance to be accepted and

shorter intervals would not benefit the schedule much. For each of these queries

? J. Varga acknowledges the financial support from Honda Research Institute Europe.
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Table 1. Mean %-gaps of objective values after five interaction rounds with different
thresholds plim and for Greedy.

#Machines #Jobs #Users Greedy 0.25 0.4 0.5 0.75 0.85

5 120 30 56.3 46.5 21.4 9.1 11.8 25.5
5 240 60 37.3 35.3 27.7 20.5 22.3 23.9

we estimate a probability that the user accepts it by approximating the users

behavior with a Markov chain that has two states: State 0 represents the user

being not available and state 1 represents the user being available. The probabil-

ities p01 and p10 of the user becoming available or unavailable from one timestep

to the next determine the expected time the user is available or unavailable

without break and are estimated by assuming a usual workday of eight hours

with one break in between. Only queries with an estimated acceptance proba-

bility exceeding a certain threshold plim are considered further and the b most

promising, in the sense that they improve the objective the most if accepted, are

selected by solving an integer linear program.

To also account for the second form of queries we investigate a stochas-

tic programming approach. The first stage of this stochastic program selects

queries from a precomputed set of possible candidate queries, and the second

stage estimates the expected solution quality of the schedule given the selected

queries, again using the two-state Markov model to approximate user behavior.

We obtain solutions using an integer linear program to solve the sample average

approximation, which approximates the expected solution quality by taking the

mean over a sample of possible user replies.

Results. To test our approach, we generate instances with up to five machines,

up to 240 jobs and four jobs per user, by randomly generating user availabilities

and using electricity spot market prices for operating costs. Table 1 shows results

for the first approach. It gives, for different instance sizes and thresholds plim,

over 30 instances the mean %-gap to the best possible schedule when assuming

full knowledge of the users’ availabilities. The baseline approach Greedy di-

rectly selects queries that can improve the objective the most, without filtering

unpromising queries. As can be seen, the probability threshold 0.5 works best.
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Due to increasing mobility and transportation demands, the interest in shared

and on-demand transportation services is growing and leads to high practical

relevance of this research area. In the dial-a-ride problem (DARP), a fleet of

vehicles has to provide service to users with transportation requests consisting

of a pickup and a drop-off location and a time window for either the departure

or arrival, while allowing different customers to share a vehicle. The goal of the

standard DARP is to find minimum cost routes serving all requests and satisfying

a set of constraints concerning in particular vehicle capacities and user ride

times. Diverse variants of the DARP with different objectives and constraints

are studied in the literature.

In this work, we consider specifically the electric autonomous dial-a-ride

problem (E-ADARP) as first introduced by Bongiovanni et al. [2]. The E-ADARP

is a challenging extension to the DARP, where electric autonomous vehicles are

employed and their charging requirements have to be taken into consideration.

Route schedules now may include stops at charging stations to (partially) recharge

the electric vehicles’ batteries and constraints regarding the battery capacity

and state of charge must be fulfilled. User inconvenience in terms of user excess

ride time also plays an important role and has to be taken into account. User

excess ride time is the difference between the direct and the actual travel time

from a user’s pickup to their drop-off location and is caused by potential detours

because of the ride-sharing. The objective of the E-ADARP is to minimize the

routes’ cost consisting of the weighted sum of total travel times and the total

user excess ride times.

Bongiovanni et al. [2] formulated the problem as a mixed integer linear program

(MILP), which they successfully applied to instances with up to five vehicles and

50 customers. As such an exact approach has substantial difficulties to scale to

larger instances and therefore has only limited practical relevance, Su et al. [5]

proposed a deterministic annealing (DA) metaheuristic for solving the E-ADARP.

This approach applies an exact route evaluation scheme of linear time complexity

based on a forward labeling algorithm. The authors introduce, as a central aspect,

the concept of a battery-restricted fragment, which represents a subsequence of

pickup and drop-off locations for which the minimum user excess ride time can be

independently optimized. Large neighborhood search (LNS) [4] is a metaheuristic

? This project is financially supported by Honda Research Institute Europe GmbH.
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that is frequently applied with great success to diverse DARP variants. So did

Bongiovanni et al. [1] for the E-ADARP. Moreover, Limmer [3] proposed a bilevel

LNS variant in which the outer level employs multiple operators to schedule the

charging of the electric vehicles and the inner level greedily inserts customer

requests into the routes. This approach is highly scalable, solves instances with

up to thousands of requests in reasonable time, and yields on medium-sized and

large benchmark instances so far the best results.

We follow this line of research and investigate an LNS for the E-ADARP that

combines and significantly extends concepts from the mentioned earlier works.

In contrast to previous work, we do not directly deal with charging stops in

the destroy and repair operators of the LNS but instead propose a novel route

evaluation procedure that inserts them as needed on-the-fly in an optimal way;

hereby, also respective charging times are determined. As a baseline approach,

we formulate the charging station insertion subproblem as a MILP, but we

also propose a computationally more efficient strategy: Considering existing

benchmark instances and results reported in the literature, we conclude that

optimal solutions rarely contain routes with more than one charging stop. With

this in mind, we develop a linear time algorithm that efficiently inserts one

charging stop, if needed, in an optimal fashion in each route. The main idea is

to find the latest stop in a route before which charging is necessary and then to

check for each preceding position in the route whether the insertion of a charging

stop can make the route feasible. Over all feasible insertion possibilities, the

one inducing the minimum detour length is selected. If a single charging stop

is not sufficient to make a route battery feasible, we may either discard the

route or apply the MILP. For efficient cost computations, we make use of the

concept of battery-restricted fragments but different to [5], we do not enumerate

and evaluate all possible fragments of an instance in advance. Instead, we only

evaluate occurring fragments on demand and cache results.

Detailed tuning and computational experiments are still work in progress, but

the proposed approach already yields excellent results on small to medium-sized

instances that often match and sometimes beat those from the literature in terms

of quality and runtime.
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Extended Abstract

There is a lot of information on tourist destinations so that tourists can
organise their trips in advance. However, all this information is often unmanage-
able and imprecise, so planning a trip becomes complicated: selecting activities
and points of interest (POIs) and organizing the route based on available time
and other limitations. It must be taken into account that today, the tourist
experience is related to personal satisfaction, so it is increasingly necessary to
o↵er tools that help tourists and propose personalized itineraries based on their
interests.

This work is part of a larger project to develop a tourist route recommenda-
tion system. For its development, the available data on the activities and POIs
in the Canary Islands and the behavior of tourists when visiting the destination
are used. The project incorporates techniques that recommend points of interest
based on previous experiences. Based on this recommendation of activities and
points of interest, the system must propose itineraries that satisfy tourists’ pref-
erences, considering tourists’ time limitations and the availability of activities
and POIs. This work aims to provide a model and appropriate methodologies
for planning optimal itineraries that adequately adapt to the available data and
to the tourists’ preferences and limitations.

At the heart of this research lies the intricate design of tourist itineraries,
denoted the Tourist Trip Design Problem (TTDP). These problems have been
modelled in the literature using several variants of the Orienteering Problem
(OP) [3]. Di↵erent versions of OP and Team Orienteering Problems (TOP) are
formulated and solved according to their characteristics and limitations, such as
the Team Orienteering Problem with TimeWindows (TOPTW), which considers
the opening window of each POI [1], [5].

The research addresses the complexity inherent in developing personalized
itineraries with restrictions on the availability of activities and POIs, specifically
the TOPTW. Furthermore, many of these restrictions are established with im-
precision and vagueness. Tourists usually have high flexibility, optimizing their
time and setting their itineraries.

The application of metaheuristics to address TTDP is widely used [4]. We
use hybrid metaheuristics based on constructive procedures and local searches
[2].
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This research contributes to the growing set of knowledge on the applications
of hybrid metaheuristics to TOPTW, shedding light on the potential of hybrid
metaheuristics to solve TOPTW. Furthermore, the development of a person-
alised tourist route recommendation system expands the practical implications
of our work, o↵ering a user-centred approach to improve the overall tourist expe-
rience. The tool under development selects a personalised set of points of interest,
based on tourists’ preferences. Future work will expand our exploration of hy-
brid metaheuristics, incorporating other techniques such as Machine Learning
and simulation procedures, and delve into the implementation and evaluation of
the route recommendation system.
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Multi-Agent Path Finding (MAPF) is the NP-hard problem [5] of computing
collision-free paths for a group of agents in a shared space while minimizing their
sum of travel times. It has a wide variety of contemporary practical applications,
including warehouse logistics, airport operations, and autonomous vehicles [4].
For such applications, MAPF instances can involve several hundred or occasion-
ally thousands of agents. Unfortunately, attempts to solve MAPF instances with
already a few hundred of agents using (bounded-sub-)optimal MAPF algorithms
typically require too much time or memory. In contrast, fast constructive heuris-
tics usually only find low-quality solutions or no feasible solutions in tightly
constrained scenarios at all. An attractive third approach that combines the ad-
vantages of both worlds is the family of anytime algorithms. These approaches
aim to find feasible solutions quickly and then continuously work on improving
them as long as time remains, eventually converging to optimality.

MAPF-LNS [1] is the current state-of-the-art large neighborhood search
(LNS)-based approach for anytime, suboptimal MAPF solving. It first produces
a feasible initial solution quickly using an e�cient existing MAPF algorithm.
Then, MAPF-LNS repeatedly applies randomized destroy operators and replans
subsets of agents to improve the solution further until the allocated time expires.

Clearly, the time required to generate a feasible initial solution is critical to
the success of MAPF-LNS as it determines the remaining time for the LNS. One
approach to address this issue is to set a tight time limit for the employed initial
solution search algorithm. If it finds a feasible initial solution before the time
limit is reached, MAPF-LNS immediately proceeds with the LNS. Otherwise,
the state-of-the-art suboptimal algorithm MAPF-LNS2 [2] is invoked to make
the solution feasible via LNS before continuing with the LNS of MAPF-LNS.

In this paper, we use prioritized planning (PP) [3] with a randomized priority
order of agents and MAPF-LNS2 to find feasible initial solutions for MAPF-LNS.

As we will experimentally analyze, the final solution quality of MAPF-LNS
depends significantly on the feasible initial solution, although the feasible initial
solution’s quality is not correlated much with the final solution quality. In this

? This project is partially funded by the Doctoral Program “Vienna Graduate
School on Computational Optimization”, Austrian Science Foundation (FWF), grant
W1260-N35.
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work, we propose to run PP and MAPF-LNS2 many times to create a larger
pool of potential feasible initial solutions, from which we then select by means
of machine learning (ML) a most promising solution to run the LNS on.

More specifically, we train a LambdaMART model to compute scores for
the pool of PP and MAPF-LNS2-produced initial solutions and do the selection
based on these scores. Thus, the learned scoring function should reflect how
promising each initial solution candidate is to ultimately get a final solution of
highest quality.

Training data is generated as follows: Given a map M and n agents, we
randomly select n start and target vertices to generate a training instance InM .
This procedure is repeated several times to obtain a set of training instances
In
M . For each training instance InM 2 In

M , PP and MAPF-LNS2 is executed with
randomized agent ordering p times to collect p di↵erent initial solutions for each
training instance (query group). From each of the p initial solutions of InM , we
extract 16 hand-crafted agent features such as, e.g., the delay of each agent and
the degree of their target vertices. Finally, we compute the minimum, maximum,
sum, and average over all agent features with respect to each instance Inm 2 In

M ,
and normalize them using min-max normalization. The label of a feature vector
for the supervised learning is the median of the final solution quality of several
LNS runs with respect to the corresponding initial solution and instance.

During testing, we again generate p initial solutions and use the trained ML
model to select the most promising solution. The total time limit in the training
data generation and final tests is set to 60 seconds.

Empirical experiments on well-established MAPF benchmark instances show
that the trained ML model selects the most promising solution from the pool
of potentially feasible initial solutions, such that the subsequent LNS leads to
a lower-cost final solution than the original combination of MAPF-LNS2 and
MAPF-LNS with PP. Moreover, the ML model trained on a map with 50 agents
scales well to the same map with hundreds of agents, yielding superior results
compared to the original combination of MAPF-LNS2 and MAPF-LNS with PP.
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A problem for the wide-scale adoption of electric vehicles are the usually

long battery charging times. To avoid the waiting time for the customer, vehicles

with exchangeable batteries and a network of battery swapping stations are a

promising solution for smaller-scale vehicles like electric scooters. A customer can

drive to a station and exchange their depleted batteries with an already charged

battery and thus avoid the waiting that would be necessary otherwise. A good

infrastructure is needed to make the implementation of such a system viable.

To plan and design this infrastructure we consider the Demand Maximizing

Battery Swapping Station Location Problem (DMBSSLP), which is an adaption

from the Multi-Period Battery Swapping Station Location Problem (MBSSLP)

by Jatschka et al. [2, 3]. We propose a learning bilevel optimization (LBLO)

algorithm for solving large-scale instances of the DMBSSLP. This work is an

extension of the first author’s master thesis [5].

In the DMBSSLP we are given a graph in which vertices represent small geo-

graphical areas in which battery stations may be set up and edges represent the

connections among these areas with respective travel times. Expected customer

trips are described in terms of their origin and destination areas (OD-pairs) and

have an amount over a time unit associated. To swap batteries during a trip we

assume users are willing to make detours from their fastest paths to reach battery

stations, but we expect customer loss if these detours get long. Battery swapping

stations can be set up with di↵erent capacities. The total number of stations and

battery slots is bound by the budget of a problem instance as stations and slots

have di↵erent associated costs. The goal is to maximize the number of satisfied

customers by placing battery swapping stations in convenient areas for the users.

The DMBSSLP is a maximum coverage location problem. Similar problems,

in terms of facility management, have been investigated among others by Gazani

et al. [1] who consider a superset of constraints considered in the DMBSSLP

but only solve small instances with up to 50 areas and 200 OD-pairs using

handcrafted heuristics as well as genetic algorithms. Jatschka et al. [2] originally

proposed the MBSSLP, which is similar but considers as objective to minimize

the budget for achieving a certain coverage instead of maximizing the latter.

? This project was financially supported by Honda Research Institute Europe.
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With a large neighborhood search the authors could heuristically solve instances

with up to 2000 areas and 8000 OD-pairs reasonably well. In their successive

work [3, 4], the scalability of the approach was improved to instances with up to

10000 areas and 100000 OD-pairs by applying multi level optimization (MLO).

Critical in multi level optimization is the way how to successively coarsen a

problem instance. To this end, Tomandl [5] worked in his master thesis on an

improvement in which a neural network is trained on representative instances in

order to come up with a better coarsening function.

Building on this result, we now propose the Learning Bilevel Optimization

(LBLO) that generates a solution to an MBSSLP instance in just three steps.

First the problem size is reduced by clustering and coarsening the instance into

a now smaller instance. This clustering is guided by a neural network that pre-

dicts the quality of merges for di↵erent areas. Then, a solution to this coarsened

instance is determined, and finally the obtained solution is projected back to the

original problem instance in an advanced way. To address the di↵erent subprob-

lems we use mixed integer linear programming (MILP) models that we solve

with Gurobi. The simpler bilevel architecture of LBLO but more clever cluster-

ing and advanced projection method better utilize the strengths of the MILP

solver in particular when dealing with larger problem instances.

We experimentally evaluate LBLO on benchmark instances with up to 10000

areas and 100000 user trips, including comparisons of di↵erent methods for per-

forming the clustering. While tuning and detailed tests are still work in progress,

initial results already show that the new bilevel optimization approach often

yields solutions of significantly higher quality in shorter time in particular for

large problem instances than the original MLO approach.
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Abstract. The advancement of digitalization in manufacturing has brought about 
a significant transformation in the industry. The digital thread, a key component 
in this transformation is defined as the use of digital tools and representations for 
design, evaluation, and life cycle management. This paper presents a project fo-
cused on enhancing the digital thread of a manufacturing line by integrating 
Model-Based Systems Engineering (MBSE) and Capella. It automates part iden-
tification, handling, and transportation in a small-scale manufacturing line, uti-
lizing data from programs like Siemens NX in Capella to generate assembly code 
for manufacturing. The integration of various software tools like Capella, Sie-
mens NX, and Mechatronics Concept Designer (MCD), along with hardware 
components like robots and Automated Guided Vehicles (AGVs), is crucial for 
optimizing manufacturing processes. The physical key components include cam-
eras, sensors, and the UR10 robotic arm, demonstrating a use case of a flexible 
transport system (FTS) with a gripper and conveyor belt for pick-and-place tasks. 
The anticipated outcome is improved communication in the digital thread and 
increased production efficiency through automated processes, reduced manual 
intervention, and a more agile response to design changes. 

Keywords: Digital Thread, MBSE, Siemens NX, Mechatronic Concept De-
signer, Arcadia method, Capella 

1 General setting 

This work integrates digital tools to enhance manufacturing processes. It leverages 
software tools as Capella, Siemens NX and others to automate and optimize manufac-
turing workflows, highlighting the need for efficient data exchange and system integra-
tion [1]. The focus of this project is to define a methodology and implement the require-
ments in the MBSE environment using various software that interact with each other. 
Key components like cameras, sensors, grippers, and the UR10 robotic arm are used 
for demonstrating the use case in a small-scale manufacturing line. This line is part of 
the Center for Smart Manufacturing (CSM) laboratory at the University of applied sci-
ences upper Austria, Wels Campus. 
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1 Mobile industrial Robot MiR100 

2 Universal robot UR10 

3 Conveyor belts 

4 Processing station 

Fig. 1. A model of the setup in the CSM-laboratory as well as the automated guided vehicle 
system and robotic arm. 

2 Outcome and benefits 

Based on MBSE and the Arcadia method, a concept displaying the digital thread 
should be developed [2], [3]. Interfaces for an efficient bidirectional software data 
transfer should be engineered to ensure the foundation of an efficient infrastructure.  

This also fosters research and development skills, exploring opportunities for opti-
mization and innovation in manufacturing processes [4]. 

Additionally, it serves as an educational tool by providing hands-on experience in 
modern manufacturing processes. It offers co-workers and students the opportunity to 
learn about the intersection of mechanical engineering, computer science, and robotics, 
thereby enhancing their interdisciplinary understanding. The challenges involved in 
data and hardware integration help to develop critical thinking and problem-solving 
skills. 

Acknowledgments. This work is part of the project “Requirements-driven Digital 
Transformation Competences in Mechanical and Plant Engineering (TraceMe)”. FTI 
Initiative: UpperVISION2030 OÖ Digitale Transformation 2021/22. 
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This article explores the transformative potential of learning factories in mecha-
tronic systems development. Learning factories o↵er a dynamic, collaborative
environment that bridges the gap between academia and industry, creating a
mutually beneficial ecosystem [1]. The case study presented within the context
of the LEONARDO project - which is the starting point for the discussion in
this paper - underscores the power of international cooperation, the sharing of
knowledge, and the collective drive to advance mechatronic education and inno-
vation [2].

In the realm of mechatronics, an intricate fusion of mechanical engineering,
electronics, and computer science, the education of future engineers demands an
environment that reflects the dynamism of the field. Traditionally, learning fac-
tories found their primary home in universities. In the LEONARDO project, we
intend to involve not only universities but also commercial companies and in-
dustry associations, bridging between theory and practice, o↵ering a vibrant,
immersive setting where students learn by doing. The LEONARDO project
aims to support the digital transformation plans of higher education institutions
(HEIs) by introducing innovative teaching methods and increasing the capacity
and readiness of these institutions to manage an e↵ective shift towards digital
education [3]. Specifically, LEONARDO focuses on developing a pedagogical ap-
proach and curriculum design guidelines that support the teaching of Industry
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5.0 content via a combination of digital technologies, such as e-learning, as well as
a Learning and Experimenting open-Access Factory (LEAF). The LEAF toolkit
and other materials will be developed to support professors and instructors in
teaching Industry 5.0 concepts and human-centric factories, e↵ectively ”training
the trainers”. The concept of learning factories is not new, and it has taken vari-
ous forms over the years. Within the framework of EIT Manufacturing, multiple
projects have explored learning factories in the context of manufacturing and In-
dustry 4.0. Initiatives like TFKnownet [4], Lift Europe [5], and Mach4.0 [6] have
demonstrated the potential of learning factories in enhancing students’ practical
knowledge, preparing them for the industry’s challenges. However, the compe-
tence of learning factories can be shared more e↵ectively. To enhance Europe’s
competitive position, access to learning factories and resources must be made
available to a broader community. EIT Manufacturing is actively constructing a
platform for sharing training resources across Europe. Websites like skills.move,
an online course o↵ering training in various manufacturing areas, are integral
to this e↵ort. The LEONARDO project plays a significant role in this initia-
tive, driven by the belief that the experience gained should be shared with the
broader community. Collaboration and knowledge sharing are the keystones to
advancing mechatronics. Collaboration fosters a strong, interconnected learning
ecosystem that advances mechatronic education. Collective sharing strengthens
our knowledge and benefits the entire community. This approach transcends in-
dividual institutions and aims to enhance education and innovation on a broader
scale. As we journey forward, the LEONARDO project partners are happy to
extend an open invitation to institutions and organisations to join us.
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The concept of kick sensors is aiding users to open or close vehicle doors ap-

plying a simple kick gesture using the foot. These sensors have usually been im-

plemented using ultrasound, capacitive sensing, computer vision, and 24GHz

Continuous Wave (CW) radar. This paper discusses the algorithm development

and implementation of a kick sensor on a 60GHz frequency modulated CW

radar platform using deep learning. The goal is to develop a robust yet cost-

e↵ective solution for real-time kick gesture recognition. This has been achieved

using one transmitting and one receiving antenna, an e�cient data compression

approach, and a convolutional neural network with a low memory requirement

that is capable of achieving 97% accuracy on test data. The final prototype can

detect kicks and send control signals to open or close a vehicle’s tailgate at an

accuracy level of 88%. Future improvements are discussed as well.

Capacitive, ultrasonic, and vision-based sensors provide cheap solutions for

kick sensing, but their performance is a↵ected by variations in the physical envi-

ronment around them [1]. Such variations have less of an e↵ect on radar sensors.

A Frequency Modulated CW (FMCW) radar sensor can perform kick-sensing

operations while providing range and velocity information as well. This makes

FMCW kick sensing worth exploring because of the versatility it provides over

other technologies. It is a more expensive solution comparatively, but it provides

the scope for integrating multiple functions besides the kick-sensing function.

Reference designs posted by Texas Instruments [2, 3] show that capacitive

and ultrasonic solutions for kick sensors have been explored. Two vision-based

approaches have been presented in [4] and [5] that use the rear fish-eye camera

found in most modern vehicles for kick sensing. The former uses computer-

vision algorithms like edge detection, whereas the latter uses a deep learning

model. The former approach is less adaptable to varying environments, giving

the deep learning method an advantage. A 24GHz CW radar is used for kick

sensing by [6] and [7]. The classifier model in [7] achieves 99% accuracy while

occupying 248kB of memory. More radar-based approaches have been explored,

while the fields of application are di↵erent, including fall detection [8], human
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activity classification [9, 10], and hand gesture recognition [11]. To the best of

our knowledge, kick sensing using a 60GHz FMCW radar with deep learning is

yet to be explored, which this document deals with.

A highly reliable ’kick’ detection can be guaranteed using the approach fol-

lowed in this research. The used combination of the proposed DSP chain along

with a CNN has already exhibited that it can perform well, reaching 97% ac-

curacy on the initial data-set while delivering 88% considering the modified

real-world data-set. Future work on this kick sensor can include training the

CNN thoroughly while covering multiple scenarios. It is noteworthy that the

used Aurix baseboard incorporates a DSP chip for providing hardware acceler-

ation when performing FFT. This has not been used in this study. Using the

chip can improve performance such that every frame is processed as soon as it

is available without depending on a bu↵er.
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Over the last several years, numerous technologies were further developed to
simplify human work processes, especially in areas where remote controls and
auxiliary services can contribute to time savings and work e�ciency. Therefore,
gesture recognition can be very useful in many types of processes where touch-
less control is considered. The definition of gesture recognition is the ability of
an electronic device to identify gestures and execute commands based on those
gestures. Gesture recognition systems can be applied to other areas such as sign
language [1], home automation [2] or computer games [3] and video games[4].
In this work, we propose a gesture recognition system, which functions as a
sucessor model of a version presented in [5]. Both versions allow for contactless
control of a therapy table which is operated by a pocket-worn tag respectively
attached to the body using lower limb gestures. In the first model [5], the tag
was placed in the trouser pocket, which already delivered solid results, although
there were still a few misbehaviours and a slow reaction time in order to stop the
treatment bed’s movement. Thus, a new position was considered to counteract
the delay.
To evaluate the tag placement, data was recorded simultaneously with three tags
placed on the exercising leg. One above the knee, one on the ankle and one on
the instep of the foot. A gesture sequence was performed which was determined
in advance. The test subject had to perform a sequence of di↵erent gestures in-
cluding short breaks. After subsequent evaluation of the raw data generated by
the tags, the position above the ankle was chosen for a more detailed analysis.
In addition to the sensor data, videos were recorded to analyse exactly which
gesture was performed at what time. Afterwards each frame of the video was
manually classified by the corresponding gesture. The resulting labeled dataset
was used to train a machine learning model.
A total of nine participants were recorded and numerous data was collected. All
gesture sequences were recorded during standing as well as sitting on a chair.
Please note that the neural network used is the same architecture as the previous
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model, as we wanted to enable an exact and fair comparison of the positions.
A convolutional neural network was used for the categorical learning. Gesture
classes were categorised from zero to two, where two classes represent the ges-
tures for moving the therapy table upwards respectively downwards, while the
remaining class subsumes all other behaviours such as standing still or walking
around. Due to the new placement of the tag and the updated data, the average
accuracy after training the network was 97.6%. The previous model achieved an
average accuracy of 93.3%. The new placement and the new recorded gestures
obtained better results and a more robust performance of the system. The wire-
less control operates significantly smoother and faster, which enables a quick
start/stop of the control of the therapy table, which was achieved by the new
position. In addition, false detections were reduced as the tag was attached di-
rectly to the leg by a velcro fastener, reducing errors due to the orientation filter
caused by the tag sliding around.
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1 Introduction

Humans can undergo rapid emotional shifts, and these changes can significantly
impact their ability to perform tasks. For instance, an enraged driver is more
likely to exhibit aggressive driving behavior compared to the same driver when
they are calm. Consequently, if we are developing human-centric symbiotic arti-
ficial intelligence (HCSAI) systems to help autonomous systems and drivers in
their interaction, the intelligent system that controls the vehicle must adapt to
the user’s emotional state. This field of study falls under the umbrella of affec-
tive computing. Recognizing that everyone possesses unique characteristics and
capabilities, we argue that the next frontier in Artificial Intelligence (AI) lies in
creating human-centered models that enhance natural human abilities. HCSAI
prioritize collaboration, cooperation, and mutual enhancement between humans
and AI agents. They strive to establish an environment where humans and AI
agents seamlessly work together, leveraging each other’s strengths and compen-
sating for their respective weaknesses. Rather than focusing on replacing human
capabilities, AI systems are to be designed to empower them. This symbiotic re-
lationship underscores the importance of collaboration and cooperation between
humans and AI agents.

To model the emotional state effectively, the AI system must identify pat-
terns triggered by each person’s emotions [2]. These patterns can manifest in
facial expressions, gestures, tone of voice, and physiological signals. Physiologi-
cal signals are involuntary responses of the Autonomous Nervous System (ANS)
within the human body. The advantage of using physiological signals is that
they cannot be easily controlled. These signals encompass various measurements,
such as skin temperature, electrocardiogram, and electrodermal activity (EDA).
?
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However, the main challenge in managing these signals is that the most accurate
devices tend to be intrusive, impacting user comfort and movement, as they typ-
ically require electrodes for recording cardiac and brain activity. Alternatively,
some new devices aim to measure physiological signals using wireless technology,
but their utility and accuracy have not been sufficiently proven at this point [1].
Hence, we propose achieving a balance between intrusiveness and accuracy using
wristbands.

In our research, which is framed within the field of autonomous vehicles,
precision and accuracy in the measurement of physiological signals is critical,
that is why, we have tested, analyzed, and compared three different wristbands:
Fitbit Sense 2, Empatica E4, and Emotibit. Fitbit Sense 2 is designed as a
smartwatch for general users to monitor their health status, while Empatica
E4 and Emotibit are wristbands primarily intended for research purposes rather
than everyday use. Furthermore, there is limited research available on comparing
devices for acquiring physiological signals. Building on our previous work, where
we emphasized the importance of considering the user’s state to enhance the
autonomy of autonomous vehicles, this paper presents a comparison of these
wristbands’ capabilities for measuring physiological signals to predict a driver’s
state in a Level 3 of autonomy, where vehicles have “environmental detection”
capabilities and can make informed decisions for themselves, such as accelerating
past a slow-moving vehicle. But they still require human override.

Our analysis begins with an examination of the hardware components of
each wristband, highlighting the different sensors, the physical variables they
can measure, and their sampling frequencies. We then delve into the software
required to operate each wristband. A crucial aspect of our research is having
access to raw data, and each device offers different conditions for data access.
The sensors in the wristbands are very sensitive to the user’s hand and arm
movements. We have compared the accuracy of each device both at rest and
in motion of the autonomous vehicle user. Finally, we test the wristbands’ per-
formance in two distinct driving scenarios: a controlled Level 5 environment at
the University Carlos III of Madrid, utilizing autonomous golf carts within the
campus(icab), and a real-world driving environment (Levels 2-3) in Scotland,
supported by the University of West of Scotland, using a Toyota Prius equipped
with Comma OpenPilot technology.
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Abstract. This paper describes the results of the development of a POST5G-
enabled robot driving and working function with automatic and remote control. 
This system is unique in that it is mainly configured to use the cloud. All the 
processes for automatic control of the robot were reallocated to the cloud side, 
leaving only the minimum configuration on the edge side to build a system that 
can run automatically. 

Keywords: 5G, POST-5G, MEC, ROS. 

1 Outline of the problem 

Various challenges exist when performing automatic control of robots from MEC 

via 5G communication. In particular, differences in the communication environment 

are important. In the WiFi and wired environments, the robot can be controlled freely 

because the network is local, the delay is within 10 ms, and the math process is per-

formed by a local PC. In contrast, in a 5G environment, the network is a WAN com-

munication, the delay is 30 ms or more, and the computing process is performed in the 

cloud (MEC), which causes various failures. Examples of failures and countermeasures 

are described below. 

2 Problems 

2.1 Initial issues 

(1) ROS2 cannot communicate Node search for ROS2 cannot be performed because

multicast is not available in the cloud.

(2) Communication environment is not stable Communication is not stable in the 5G

NSA in the office.

(3) GUI is required to operate ROS2 Nav2 Screen cannot be displayed on Display in

cloud environment.
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2.2 Problems that appeared when the robot started actual driving 

(1) Self-position estimation is not stable tf2 data sharing does not work well be-

tween the robot and the cloud side

(2) ROS (Robot Operating System)2 Nav2 is not stable ROS2 Nav2 periodically

crashes due to unknown reasons.

3 Our Solution 

It was found that data sharing of  “tf” and “tf static” did not go well, and the infor-

mation that is the base of self-position estimation was not shared well between the edge 

and the cloud. The “tf” is a coordinate conversion library in ROS that manages the 

relationship between different coordinate frames of robots and sensors. 

We reconsidered the node configuration because of two factors: the transfer delay and 

the data structure of “tf”. 

4 Result 

(1) The robot is built on the edge side with the minimum configuration of Jetson, etc.,

and the automatic running related parts are placed on the cloud side.

The robot was built with the minimum configuration of Jetson, etc. on the edge

side, and the automatic driving related parts were placed on the cloud side.

(2) Remote control and remote automatic operation of the robot from the MEC envi-

ronment were realized using 5G communication.

5G communication was used to realize remote control and remote automatic oper-

ation of the robot from the MEC environment.

5 Future Challenges 

(1) Currently, Intdash ROS2 Bridge is used for ROS2 data transfer between the edge

and the cloud. Establishment of a method to realize the same functionality using

OSS.

(2) Currently, the system configuration is based on docomo MEC. Realization of a

configuration that works with general clouds such as AWS, Azure, GCP, etc.
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Abstract. The situation surrounding dairy farmers is changing rapidly due to 
soaring feed costs and declining demand for dairy products, and an increasing 
number of farmers are being forced to leave the dairy industry. In order to resolve 
this situation and to improve Japan's food self-sufficiency ratio, there is a need 
for higher value-added dairy products. However, there are many problems with 
Japanese breeding methods, such as increased production costs, reproductive per-
formance and health management of dairy cows. Pasturage is one way to solve 
these problems, but it has not been widely used because it requires pasture man-
agement according to the foraging conditions. In the past, we have been con-
structing a sensor network that enables health management by attaching acceler-
ation sensors and pH sensors to cows, and this paper describes the results of our 
study on a technology for automatic classification of cow behavior during graz-
ing. 

Keywords: Grazing, AI, Behavior estimation. 

1 Behavior Classification 

This paper describes a technology for understanding cattle behavior during grazing, 
which is necessary information for feed management and health management in graz-
ing, using IoT. 

First, before going out to pasture, cows are fitted with equipment to log their accel-
eration and angular velocity. Then, we follow the cows while they are grazing and take 
video of their behavior. Currently, we are using smart phones. After grazing, the video 
is watched and labeled on a second-by-second basis. Using the data, we will build a 
machine learning model and evaluate its accuracy. 
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In this experiment, the labeling was done according to the following labels(Walking, 
Stopping, Eating, Chewing, Body licking, Licking other cows, Rubbing body against 
tree), and the data was used for learning. 

2 Related Works 

There have been many studies on cattle rearing methods outside of Japan. For example, 
in a study by Jessica Werner of the University of Hohenheim, Germany [1], cattle be-
havior was measured using RumiWatch and MooMonitor+, which are said to have 
higher accuracy than visual observation. In viewing cattle behavior as an important 
indicator of feed quantity, animal performance, health, and welfare, the study states that 
proper allocation of feed is important for achieving maximum pasture utilization and 
seeks ways to automate this process. 

3 Result 

In this study, we categorized the above data into three types of behavior: walking, 
resting, and foraging. We retrieved behavioral data from two cows while grazing and 
developed a process to analyze them. However, the resulting recognition rate was 70-
74%. Since the recognition rate was 80% or higher when learning within the data from 
one cow, it is thought that there were large individual differences or that some noise 
was included, which lowered the recognition rate when integrated. We believe that it is 
possible to analyze cow behavior using accelerometers not only to compare data of one 
behavior with data of another behavior, but also to compare data of one behavior under 
a certain condition with data of the same behavior under another condition. For 
example, we foresee that there may be differences in data between walking on a hot 
day and walking when the temperature is low. In fact, there was a noticeable difference 
in the condition of cattle when grazed in August and when grazed in September when 
the weather was relatively cool, including fatigue due to the heat. If we can understand 
the differences in behavior under different temperatures by comparing such data, we 
will be one step closer to devising ways to prevent a decrease in milking yield. For 
example, we can estimate the number of hours after grazing that fatigue appears based 
on differences in acceleration while walking, and we can estimate the optimal amount 
of water intake based on comparisons of the degree of drinking. 
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Abstract. Programming skills are increasingly required in a variety of profes-
sions, but in general, learning programming is challenging, yet as the field of 
application expands, software engineers are in short supply. 
This paper describes a study we conducted with the goal of building a means to 
help beginning programmers learn coding and related theory in a systematic way 
by using ChatGPT as a new approach, thereby enabling a large number of people 
to acquire programming skills. This can be called a shift from coding-centered to 
documentation-centered learning. The purpose of this study is to improve indi-
vidual skills, not to contribute to group programming projects. 

Keywords: Programming education, ChatGPT, Software engineering. 

1 Problems with Current Programming Education 

(1) Focus of learning is biased toward code creation
Insufficient understanding of upstream processes
Lack of learning opportunities for V-model and reverse engineering

(2) Issues with traditional learning methods
Issues with book-based learning
Difficulty in confirming true understanding
Lack of educational materials on design and requirements definition
Code should be written by AI, not by humans

2 Proposal of New Educational Methods 

(1) Need for a new educational method based on the problem
(2) Shift focus of learning to requirements definition
(3) Importance of developing ChatGPT-based educational materials
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3 Proposed programming education flow 

1. Learn the technology in classes and seminars, or use tools such as OpenAI. 2. think
about what you want to make with the technology you learn.

2. Think about what you want to make using the technology you have learned, and
consult with OpenAI.

3. Ask OpenAI to create a basic program for what you want to create (this program
is called alpha version)

4. Create several versions of the program based on the alpha version, and create a
simple requirements document based on the versions. Since there is a possibility
of modification at this stage, a detailed definition is not necessary.

5. In order to create a program according to the requirements definition document, a
basic design document is created with reference to the alpha version of the pro-
gram. In some cases, a more detailed design document is also required. For exam-
ple, if a game is to be created, parts such as the screen display and the system for
playing against the CPU.

6. Create a program design document based on the basic design document.
7. Based on the program design document, create the program in cooperation with

OpenAI.
8. Combine all the parts and complete the program.

4 Merit of this method 

The advantages of this learning method are the ease of learning requirements defini-
tions and the resulting benefits of learning a software engineering approach. 

(1) Advantages of studying programming using ChatGPT
(2) Ease and simplicity of learning requirements
(3) Understanding the usefulness of the software engineering approach
(4) Effects of learning from interest and fascination and its impact on long-term

memory

5 Conclusions 

Programming education using ChatGPT has tremendous potential. The requirement-
centered approach to learning allows students to realize their ideas. The approach low-
ers the barriers to concrete projects such as game development, and allows learners to 
develop their creativity and abilities. Facilitates self-directed learning and promotes 
deep understanding and long-term memory. However, appropriate questions, use of AI, 
and security risks must be considered. The importance of acquiring expertise and edu-
cation will remain unchanged. 
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Introduction. Artificial Intelligence (AI) based systems have recently sparked many 
heated discussions about their potential opportunities and threats. The subject of our 
analysis is not to assess the capabilities of artificial intelligence in general, but only 
the AI interface, which is ChatGTP, and its use to acquire and verify knowledge in an 
engineering education process.  

With the release of ChatGTP by OpenAI [1c], many ideas for the use of AI by or-
dinary users, including students, appear in the public space. The key feature of 
ChatGTP is the use of a large language model (LLM) and an ability to have a conver-
sation in a natural language – asking questions, generating texts on a given topic. It is 
known that ChatGTP is good at writing essays (much to the chagrin of teachers), writ-
ing simple computer programs, solving medical exams [2], [3], etc. It is also known 
that it often cheats, 'confabulates' or 'hallucinates' and makes up stories, so expert 
knowledge is needed to judge a correctness of answers. Therefore, we would like to 
find out if ChatGTP is suitable for supporting learning in engineering and technical 
sciences, which require more rigorous and precise language and where uncertain in-
formation can even lead to life and health threatening situations. How to prepare stu-
dents for the effective use of this technology? How to use it wisely? How to ask ques-
tions? How to check the correctness of answers? We tested ChatGTP-3 because it is 
publicly available and free, so it is easy to use by students and people who want to 
learn more. 
Characteristics of the research subject. The ChatGTP model are the subject of nu-
merous studies and tests, but many results and conclusions are recently published on 
various forums dedicated to AI technologies because scientific publications have their 
limitations, such as a longer publication cycle. On the basis of the available sources, it 
is possible to state the main properties of ChatGTP:  

x it does not quote, but constructs an answer – LLM forecasts a subsequent word (so-
called token) based on a text observed so far;

x it does not determine the probability of word collocations,
x it does not provide sources of information (because it does not know them),
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x it does not evaluate information, it is a language model, not a knowledge model,
x it was trained mainly on English texts (other languages are worse represented),
x it does not have internet access (it was trained on texts available until 2022),
x it has a tendency to ‘hallucinate’ or ‘confabulate’ factual information,
x it does not analyze images, charts or patterns.

Many of these features are serious barriers to using chat in technical education. 
Methodology. The subject under consideration is the use of ChatGTP in the process 
of education and self-study in engineering fields. We are conducting research in areas 
such as classical control theory (well established) and metaheuristic optimisation 
methods (constantly evolving). Instructions (prompts) were given in English. We are 
asking about consolidated knowledge that were definitely known by 2022. We do not 
ask for formulas, derivations, diagrams, standards, etc. 

The problem is how to examine and evaluate the usefulness of ChatGTP so that it 
is not user's opinion (impression). In literature, for example, a perceived usefulness 
and satisfaction of students were examined [4]. We have objections about such an 
assessment, because it does not measure an effectiveness of learning (e.g. exam pass 
rate). Typically, students perceive their knowledge as adequate due to their unaware-
ness of what they ought to know and their ability to distinguish between what is im-
portant and less important. Therefore, we assumed that ChatGTP will be assessed in 
the same way as a student in an exam and grades will be given by specialists in a 
given field. We choose different types of tasks (formulating questions): single and 
multiple answer tests, open questions, criticism of a given text are among them. Ques-
tions will be performed repeatedly. Some research has already been done in a field of 
cybersecurity [5] but with different methodology. We hope that an analysis of re-
ceived data will help find the right way to use AI to support teaching in engineering 
and technical sciences for the benefit of students and teachers. 
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Abstract.  The article presents straightforward formulas for transforming the 
Strejc model into an equivalent inertial model with time delay (FOTD). These 
formulas rely on expanding the exponential function into a Laurent series. 

Keywords: Strejc Model, First Order Time Delay Model 

1 Introduction 

Control system design methods typically rely on a mathematical model as their foun-
dation. A classic example is the tuning of PID controllers. Engineering methods pre-
dominantly employ simple transmittances that can be derived from the process curve 
using experimental techniques. The handbook [1] offers an extensive overview encom-
passing 1,731 design methods for various controller types based on diverse object 
model variations. Among these, 641 methods utilize the first-order inertial model with 
time delay (FOTD). The widespread acceptance of this model arises from its blend of 
simplicity and effectiveness — containing solely three parameters (k – gain, T1 – time 
constant, T0 – transport delay) to approximate any aperiodic process curve. Notably, 
none of the discussed tuning methods utilize the Strejc model, an equally straightfor-
ward model defined by three parameters (k – gain, T – time constant, n – model order). 
However, when the object is represented by the Strejc model, performing process 
curve-based identification can determine the parameters of the FOTD model [2]. 

The chosen modeling approach influences the model parameters, which turn affect 
the controller values resulting from the tuning rules. Fundamental model identification 
methods rely on inflection point parameters. (see Fig.1). 

Fig. 1. Identification of FOTD model and the Strejc model based on the inflection point. 
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The parameters tR and hR are read from the process curve, and the slope R at the inflec-
tion point can be calculated from the following relationships 

R = k / T1 = a / T0 = hR / (tR – T0). (1) 

On this basis, the parameters of the FOTD and the Strejc models can be calculated as 

)1/()( 11
0 � � sTkesG sT , gdzie: T1 = t2 – t1, T0 = t1, (2) 

� �n
n TsksG 1/)( � , gdzie: 22 /21 kRtn RS� , T = tR / (n – 1). (3) 

2 Strejc model conversion 

The alternative analytical conversion of T and n parameters to T1 and T0 is derived from 
established formulas used for calculating the step response parameters of the Strejc 
model. By utilizing the values of T and n, one can compute the time tR, the value of the 
function hR, and the slope R at the inflection point. Subsequently, these parameters then 
allow the determination of T1 and T0 in the FOTD model in the following form 
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The Maclaurin series of the en – 1 function enables the simplification of formula (5), 
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and Rn – the Lagrange rest, kn – the author's correction of the residual to ensure the 
accuracy of the formula for small n order. The direct application of these simple for-
mulas is to facilitate the conversion from the Strejc model to the FOTD model. The 
presented solutions are also being analyzed in terms of developing the inverse conver-
sion method, that is, from the FOTD model to the Strejc model, as an alternative to the 
Padé approximation [3]. 
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 Extended Abstract 

Building automation, in addition to standard control systems, allows for the 
acquisition and archiving of measurements of parameters of devices operating in it. 
Sensory elements provide opportunities to represent the world around us in digital 
form. A perfect example is the KNX automation system, which was developed by 
electrical companies from various parts of the world. A key aspect of this system is 
the ability to exchange information between all devices via a communication bus and 
a unified communication protocol. The mutual compatibility of all devices enables the 
aggregation of various measurements, such as electricity consumption, temperature, 
level of volatile organic compounds (VOCs), CO2 concentration, atmospheric 
pressure, air humidity, and light intensity [4]. 

One of the most frequently used measurement functions in an intelligent building is 
monitoring the presence of people. This is accomplished using PIR sensors. However, 
there are more and more other methods that allow you to determine whether there is a 
person in a given room. For example, technologies using high frequencies, ultrasound 
and vision sensors such as cameras. The latter, due to the very high computational 
complexity of image analysis, are equipped with artificial neural networks. The use of 
these computational mechanisms opens up new detection possibilities by identifying 
human silhouettes and counting people in specific zones. Additionally, integrating 
them with measurements from other sensors allows you to obtain comprehensive 
measurement information from the space in which people are present. Integrated 
building automation systems, such as KNX, also use devices for archiving data sent 
via the communication bus [7]. Thanks to them, the system can collect large amounts 
of data. A thorough analysis of this data allows for drawing additional conclusions on 
related topics, e.g. related to the health of people staying in the room, the way they 
behave in various situations, their impact on the use of energy sources or the way of 
work and failure of devices affecting work comfort. An innovative approach to the 
analysis of measurement data is the selection and use of devices that can select the 
necessary measurements and, based on them, determine the values sought in 
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accordance with a specific criterion, for example, identifying a person in a room or 
determining the number of people present in it [6]. 

The second important aspect in the field of building automation is the analysis of 
electrical parameters. This mainly involves measuring the current consumed by 
electrical devices in the building. These measurements are carried out using dedicated 
measuring devices within the KNX system. Thanks to its distributed structure, this 
system enables the construction of even the most complex measurement networks. 

The next step in the analysis algorithm is classification [1]. This process is a key 
step in preparing time series for neural analysis [2]. Correct classification of time 
series allows for a preliminary assessment of whether adequate conclusions can be 
drawn from the data contained therein. The artificial neural network initially performs 
classification based on previously defined patterns. Using the classification 
capabilities of artificial neural networks usually brings very good results while 
minimizing the computational burden [5]. The effect of correct classification is the 
correct identification of the phenomenon being searched for. The experiments 
performed showed that artificial neural networks also bring very good results here, 
minimizing the computational complexity of the algorithm. 
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Abstract. The paper studies so called multiprocessor scheduling prob-
lem which arises in the embedded systems, [5], dedicated among others
for IoT (Internet of Things), IoV (Internet of Vehicles) with an aug-
mented level of security. Enlarged reliability can be achieved through
hardware as well as software redundancy. The decision is made by “vot-
ing” duplicated, identical devices (microprocessors) which execute the
same programs for identical data. Applications one can find in avia-
tion, space vehicles, military equipment, rockets, means of transporting
hazardous materials, nuclear installations, chemical installations, min-
ing, drones. The considered case refers to tasks, which are processed
independently and in synchronous way on two processors. If a tasks pro-
vide contradictory results, we need to re-calculate them on three devices.
Then the set of tasks for processing changes during the scheduling in an
uncertain and dynamic manner. We provide a probabilistic analysis.

Keywords: Multiprocessor tasks · Scheduling · Dynamic change of tasks

The essentials are introduced as follows: set of tasks T = {1, 2, 3, ..., n} has to be

processed by identical machines (processors, devices) M = {1, 2, 3, ...,m}. Any

task i 2 T needs simultaneous access to ai, 1  ai  m, processors, corresponds

to redundant processing of the same code, and has duration pi � 0. The goal is

to find the schedule of tasks, namely allocation to processors and time events,

which minimizes certain optimization criteria. We use to this aim the length of

the schedule (makespan). Stated the above problem is known as “deterministic

scheduling multiprocessor tasks”, see e.g. [1, 2] Starting from this problem we

pass to our main case “problem with uncertain change of task set” not considered

so far in the literature, but considered recently by us, [3].

We lead further considerations for NoC (Network on Chip) embedded archi-

tecture with m � 3 and ai  3, i 2 T , which is the most common in practice.

If ai = 1 then there are no formal objections to the result of the task. If ai = 3

then the final result can be established by “voting of majority”. If ai = 2 and the

task finishes with conflicting results, we have to re-run on-line an extra three-

processor task or single-processor arbitration task to resolve ambiguous result.

This implies dynamical change (enhancement) of the set T in non-forecasting
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way. Let us assume that each task i 2 T with ai = 2 provides identical re-

sult with probability (1 � s), while ambiguous – with probability s. The latter

case causes creation of additional task with ai = 3 and the same as previously

processing time pi. We call this case as fault. It simply implies re-allocation of

tasks on processors. Let us denote the set of tasks which require two processors

by Q = {i 2 T : ai = 2}. We assume that tasks in T are indexed so that

Q = {1, 2, . . . , q}, q = |Q|, q  n. Let us define the vector of random variables

X = (x1, x2, . . . , xq) where xi denotes the final result of i 2 Q. We set xi = 0

if both processors provided the same result, and xi = 1 if both processors pro-

vided di↵erent results. In the former case, task i is not repeated, in the latter

case we have to extend task set T by adding the new three-processor task i0

with the processing time pi. It is clear that X takes 2
q
di↵erent values. Thus

this describes the set of events for X. Since xi takes value 0 or 1 independently,

then the probability that X takes a particular value x = (x1, . . . xq) is equal

P (X = x) =
Y

i2Q;xi=1

s
Y

i2Q;xi=0

(1� s) = sq�r
(1� s)r, (1)

where r = |{i 2 Q : xi = 0}|. Note that x influences not only on the set T but

also on the schedule as well as on the makespan value in an in-predictive way.

We employ hereinafter denotation Cmax(x) for the makespan for realization x
of vector X. Special algorithms were already designed, [3], which work for fixed

x. They have been designed through an extension of Muntz-Co↵man algorithm,

see [4] for details, towards the case of dynamic scheduling.

Further practical observations we found in a few numerical experiments. For

example, we analyze the instance: n = 13; pi 2 {5, ...30} selected randomly;

ai 2 {1, 2, 3}, i 2 T ; q = 4; (1 � s) = 0.9; s = 0.1. Note that P (X = x)
depends on x, r, and s. Single fault occurs seldom s = 0.1. Next we checked all

possible sequences of faults, namely r = 0, 1, 2, 3, 4. For x = (0, 0, 0, 0) we obtain
Cmax(x) = 90 with P (X = x) = 0.6561. On the opposite side for x = (1, 1, 1, 1)
we get Cmax(x) = 140 with P (X = x) = 0.0001. This means that “the bad luck”

appears rarely. From the distribution of P (x) and Cmax(x) one can easily find

the average value, which support us to evaluate quality of the algorithms.
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1 Introduction
Over the last years, the software development community has seen a massive rise in the
popularity of Continuous Integration and Continuous Delivery (CI/CD) practices. In
particular, CI/CD aims to automate building, testing, and deploying software projects
during their entire development lifecycle, naturally leading to evolving software that is
constantly updated with new features without breaking the build.

In their current state, most CI/CD test environments focus on finding functional
bugs only, i.e., bugs that lead to software crashes and/or incorrect results. The other
types of bugs, such as performance bugs, are often overlooked. However, a study of
Mozilla Firefox [9] concluded that, compared to any other type of bugs, performance
bugs 1) take more time to fix, even up to 2.8 times more than security fixes; 2) require
more experienced developers to fix; and 3) the fixes are spanning up to 2.6 times more
files. Morever, if such bugs remain in the software unnoticed for a long time (thus
becoming the so-called dormant bugs), the time needed to fix them almost doubles [3].
In extreme cases, this can even lead to hundred-million dollar projects being abandoned
after several years of intense development [5].

Recently, there have been attempts to integrate performance testing to CI/CD [6,2].
However, these solutions usually provide only basic performance testing support (e.g.,
regression testing, micro benchmarking, or load testing) and focus only on the latest
software version. In our previous work [4], we have introduced Perun: a novel tool-
suite for performance testing and analysis. Perun supports more complex performance
analyses that require precise profiling and can possibly take into account multiple previ-
ous versions of the software. Such larger perspective is generally necessary to find root
causes of hard-to-detect performance issues, especially in the case of so-called creeping
degradations: performance degradations of software caused slowly over the time.

In order to integrate more complex performance analyses, e.g., as a part of a CI/CD
pipeline, we need them to be efficient. One possible approach is to analyze only source
files that have been changed since the last analysis. This is successfully used in prac-
tice, e.g., by Facebook/Meta Infer [1] in the area of static analysis. In our ongoing work
on efficient performance analyses, we build on this principle and focus our analysis to,
among other, code fragments with control flow changes. However, this poses numer-
ous challenges in terms of efficient representation, versioning, storage, and difference
analysis of control flow models in evolving software that we briefly discuss in Section 2.

In this work, we propose a solution to the above challenges which we have adopted
in the particular context of Perun. However, we believe that the data structures and
algorithms that our solution is based on are general enough to be useful in other tools
that leverage control flow information, allowing them to be used efficiently in CI/CD.
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2 Control Flow Models Representation and Analysis
Obtaining precise call and control flow graphs is notoriously difficult, mainly due to
dynamic dispatch calls found in many modern programming languages. Control flow
models are generally unsound and incomplete when reconstructed using static analysis;
and sound but still incomplete when obtained by observing dynamic runs. Combining
both approaches leads to unsound and incomplete, yet generally more precise control
flow models. Hence, we propose an efficient layered representation of control flow that
composes static and dynamic models while allowing the analyses (e.g. difference analy-
ses, reachability, etc.) to be run on any individual layer or on their various combinations.

Both CI/CD tools and Perun operate on code repositories managed by Version Con-
trol Systems (VCS), e.g., Git. However, associating reconstructed control flow models
solely with VCS versions (e.g., commit hashes in Git) is in practice not enough for tools
that support both standalone and CI/CD workflow, such as Perun. For this reason, we
propose to use a hierarchical version labeling system (using, among others, hashes of
VCS versions and local repository changes) along with accompanying algorithms for
storage, retrieval, and intelligent lazy deletion of individual versions.

Although numerous approaches for difference analysis of call and control flow
graphs exist, they are mostly tailored for security-oriented analyses. In our experience,
these approaches are not well suited for large evolving codebases (e.g., CPython1) as
they produce a lot of false (dis)similarity matches. Our solution builds on existing works
in this area [8,7] and further adapts them specifically for evolving software to improve
the analysis accuracy. Our experiments with the CPython codebase show that our solu-
tion does indeed provide better results than the other approaches we are aware of.

Acknowledgments. The work was supported by the project GA23-06506S of the Czech Science
Foundation, FIT-S-23-8151 of the BUT FIT, Brno Ph.D. Talent Programme, and Red Hat Inc.
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The design and control method of robot gripper hand using Hierarchical Systems 
(HS) technology [1,2] is presented in the paper. According to the phases of 
mechatronic objects’ life cycle [2,3], conceptual design (CD) of the gripper was 
performed first using HS technology and detailed design (DD) of the gripper was 
realized after that. At the CD phase the conceptual model of the gripper was created.  

To define conceptual model of a robot gripper-hand it was necessary to describe in 
the common HS formal basis gripper dynamics and its structure, gripper environment, 
coordinator and its coordination (design & control) processes. Furthermore, 
conceptual model takes into account the connected formal descriptions of a gripper 
mechatronic subsystems, i.e. mechanical (gripper fingers), electromechanical (gripper 
finger drives), electronic and computer (gripper design, control and sensors 
subsystems). HS technology [1,2] was chosen in the work as the formal basis to create 
the model. 

According to HS formal model [1,2] robot gripper being designed oSl, its
subsystems of l-1 level, environment system εSl and their processes πSl, are described
in aggregated dynamic form ωl by dynamic systems (ρ,φ)l [2,5]. Robot gripper 
structure includes dynamic realizations (ρ,φ)l-1 of subsystems and their connections γσ.
Structural σl and dynamic ωl presentations are connected by coordinator S0 which
realizes interlevel relations by performing design (synthesis and analysis) and control 
tasks on its selection, learning and self-organization strata at both CD and DD phases. 

The result of the synthesis task performing in SolidWorks environment for the case 
of the robot gripper-hand design is presented in Fig.1a [6]. Here the gripper structure 
σl  is synthesized from its elements ωl-1 by realizing structural connections γσ. This
task is described at CD phase as the following coordinator S0  task: 

S0:{ωl-1 , γσ} →σl    (1) 

Geometric parameters of the robot gripper are described by constructive dimension 
and connections defect, introduced by numerical positional system [2,4,7].   

At the DD phase the synthesis task is performed by coordinator (human-computer 
system) by selecting particular elements of the robot gripper-hand, i.e. fingers, gripper 
drives (servos), controllers, control glove, sensors, etc. Robot gripper hand designed 
in BUT, Poland is given in Fig.1b. Similar task is being performed in UM, Hungary. 
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a)   b) 

Fig. 1. Gripper hand design: a) SolidWorks system screenshot, b) a gripper constructed in 
BUT; gripper structure σl synthesized from its elements ωl-1: 1) gripper fingers, 2) hand, 3)
wrist with drives connectors, 4) Arduino UNO Rev 3 controller,  5) a prototype board to 
which the power cables from the converter are connected, etc.  

The analysis tasks are kinematics and dynamics tasks. At the CD phase kinematics 
and dynamics models of the robot gripper are presented in (ρ,φ) form [2,5]. At the DD 
phase the models are transformed to concrete equations and program codes [6].    

Therefore, the main contribution of the paper is the application of HS technology 
in design and control of the robot gripper-hand and mechatronic design process 
formalization. HS technology allows description of mechatronic subsystems of 
different nature in common formal basis. Including of dynamic systems (ρ,φ) [5] as 
elements of conceptual model allows easy transfer to DD phase and model 
concretization. Numeric and geometric characteristics introduced [2,4,7] allows 
coordinated calculations of the robot gripper parameters at both CD and DD phases.  
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Extended Abstract

The Unified Modeling Language (UML) provides us with class diagrams as a
powerful tool to model the structure of a system by means of classes. Asso-
ciations between classes play a crucial role in software modeling and have a
major influence on the subsequent stages of the development. Three main types
of association are considered in order to distinguish several scenarios: simple
associations, shared aggregations (also referred to simply as aggregations), and
composite aggregations (also known as compositions) [6]. Several interpretations
of what these three types of relationship mean and how they reflect usual situ-
ations in business or software modeling have been proposed, so that misunder-
standings can easily arise. The main issue when modeling associations consists in
distinguishing shared aggregations from plain associations, and determining the
constraints involved in each type of aggregation [2, 5, 3]. Although some general
recommendations or guidelines regarding the use of different UML associations
have been proposed in previous works [7, 1, 4], a clear guide or reference would
be extremely useful.

This work intends to determine the key factors which help us decide what
type of association best describes each relationship in the domain we try to
model. By means of a set of criteria, the main differences and similarities between
these three options are extracted. These criteria consider the semantics as well
as the implications in the structure of the model. Moreover, the constraints
which appear when using certain additional elements, such as association classes
and self-associations, are also taken into account. The set of criteria which is
proposed includes the life cycle of the associated instances, the multiplicities
of the relationship, the propagation of the deletion, the linking capability and
visibility from one end to the other, the transitivity and identity projection which
are implicit, as well as the possible object-level reflexivity (see Table 1).

The main contribution of this work consists in presenting certain criteria
which combine semantics and structure in order to identify the best type of
association for each case. Furthermore, those criteria can be applied in a wide
variety of domains and scenarios and allow finding analogies between them.
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Table 1. Criteria in associations, shared aggregations, and compositions (W stands for
whole-end, P for part-end). Life cycle: I (independent), C (controller), c (controlled).
Multiplicity: 8 (any value is possible), 1 (mandatorily 1), 0..1 (optionally 1). Delete
propagation: L (link), C (cascade). Linking capability: E (external), A (active), P (pas-
sive). Visibility: Y (visible), N (not visible). Transitivity: O (optional), M (mandatory).
Identity projection: Y (projected), N (not projected). Object-level reflexivity: Y (pos-
sible), N (not possible).

Association Shared Aggregation Composition
W-P W-P

Life cycle I I - I C - c
Multiplicity 8 8 - 8 1 | 0..1 - 8
Delete propagation L L - L C - L
Linking capability E A - P A - P
Visibility Y Y - Y Y - N
Transitivity O M - M M -M
Identity projection N N - N Y - N
Object-level reflexivity Y N - N N - N
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Efficient machine learning implementations for resource-constrained edge de-
vices are an active research topic. For these edge devices, pure software ap-
proaches are often infeasible for real-time use, and hardware based accelerators
have to be employed.

Random Forests, which are ensembles of decision trees, can be implemented
using particularly few hardware resources while still achieving competitive pre-
diction results in certain applications when compared to other approaches such
as neural networks [2–4, 9].

Recent work covers both implementation for low-end devices [7] and solutions
[6, 8] for inference on higher-end devices, showing the promise of these approaches
for static problems. For dynamic problems, online methods for learning from new
data must be considered, allowing to (re-)train models on edge devices.

In this work, we propose an efficient hardware implementation for training
a Random Forest fully in digital hardware, serving as a fast, embedded method
implementable in low-end FPGAs, and provide insights about performance and
resource metrics depending on different levels of quantization.

Hardware Architecture

As previously discussed in literature, sorting the dataset is often the most time-
intensive step of building decision trees [1, 5]. Following an approach similar
to the one used in [5] while considering the resource constraints of the target
hardware, the proposed hardware architecture utilizes a pre-sorted dataset and
uses index mapping tables to avoid sorting during the learning process. This way,
the data can be processed in two passes over the dataset per tree level, resulting
in linear runtime complexity over tree levels (whereas the number of nodes in
the tree grows exponentially).

Table 1 shows preliminary synthesis results for a low-end Cyclone V FPGA
device over multiple bit width and dataset size configurations. These results
show that the proposed approach enables online learning on resource constrained
edge devices due to their low resource usage ( 14% DSP blocks, < 35% on-chip
memory,  7% of other resources).

Acknowledgements. This work is supported by the COMET-K2 “Center for
Symbiotic Mechatronics” of the Linz Center of Mechatronics (LCM), funded by
the Austrian federal government and the federal state of Upper Austria.
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Bit width 16 16 32 32
m 500 5000 500 5000

Total registers 2898 3184 4084 4384
Logic utilization (ALMs) 1731(4%) 1730(4%) 2749(7%) 2916(7%)
Total block memory bits 107284(2%) 627022(11%) 175124(3%) 977486(17%)

Total RAM blocks 26(5%) 122(22%) 37(7%) 191(35%)
Total DSP blocks 14(13%) 22 (20%) 46(41%) 46(41%)

Fmax(Slow 1100mV 85C Model) 115.79 MHz 92.75 MHz 77.83 MHz 77.74 MHz

Table 1. Preliminary synthesis results for four implementation sizes, targeting a
Cyclone V 5CSXFC6D6F31C6 FPGA device.
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Spiking neural networks (SNNs) are interesting alternatives to classical arti-
ficial neural networks (ANNs) for e�cient implementation of machine learning
tasks on Edge devices. As demonstrated in [1, 2], SNNs are capable of high-
performance inference with significantly lower power requirements than ANNs.
In contrast to ANNs, which process real vectors, SNNs operate on (sparse) spike
sequences ⌘j

⌘j =
X

i

↵i�[k � si] (1)

with �[k] as the discrete delta pulse, ↵i 2 Z, and the position of a spike si 2 N0.
An SNN processes such spike sequences as schematically shown in Fig. 1.

...

... ......

...

...

w1,1

w1,n-1

w1,n

layer 1 layer m output spike sequencesinput spike sequences

Fig. 1. Processing of spike sequences in an SNN

To encode data in a spike sequence, several methods have been proposed
in the literature. Among the most famous are rate encoding, latency encoding,
and delta encoding. When processing images, often rate encoding is used. It
allows translating pixel values to spike sequences where the rate of spikes per
time interval is proportional to the pixel value. When using such an encoding,
the number of triggered spikes can become very high which in turn results in
a high power consumption when processing an SNN. An interesting alternative
for spike encoding is using event-based sampling such as send-on-delta (SOD)
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[3]. This delta-encoding allows representing data via sparse graded (i.e. with
spike amplitudes not limited to ±1) spike trains and, as a consequence, allows
reducing the energy requirements for processing. In this work, we will investigate
the performance of SNNs of di�erent sizes, using di�erent neuron models and
di�erent spike encodings on the example of digit recognition. We will put these
performance results into perspective by evaluating the number of triggered spikes
within the network as a measure of the required energy for processing. We will
furthermore investigate how quantization a�ects the inference performance of
SNNs. Tab. 1 shows preliminary results on the inference performance for the
MNIST digit recognition dataset for di�erent network structures and di�erent
quantization bit widths. These results not only demonstrate the feasibility of
using SNNs of moderate sizes for this task, but also the low sensibility of SNNs
to quantization e�ects.

Table 1. Accuracy of inference for MNIST dataset when using di�erent SNN network
structures and quantization bit widths.

Number of neurons per layer
Bit width 748� 100� 10 748� 200� 10

4 91.18% 93.14%
5 94.96% 95.51%
6 95.31% 96.21%
8 95.49% 96.46%
10 95.61% 96.41%
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Abstract. This paper introduces a novel approach to address the chal-

lenges of Nonlinear Acoustic Echo Cancellation (NAEC) by proposing an

integration of Frequency Domain Adaptive Filters (FDAF) into a Col-

laborative Functional Link Adaptive Filters (CFLAF) framework. The

research focuses on enhancing the robustness of the adaptive filtering sys-

tem in the presence of changing linear-to-nonlinear power ratios (LNLR)

over time.

Keywords: Nonlinear Adaptive Filters · Frequency-Domain Adaptive

Filters · Collaborative Functional Link.

1 Collaborative Filtering for Nonlinear Optimization

Nonlinear adaptive filters have found extensive use across various application do-
mains owing to their versatile capabilities [5, 1]. Many Linear-in-the-Parameters
(LIP) nonlinear filters are adapted through time-domain adaptive filters. How-
ever, in some real-time applications with extremely long filters this approach
can pose a challenge [6]. The drawback lies in the substantial computational
resources it demands, typically scaling with the length of the filters [9, 8].

Utilization of Frequency Domain Adaptive Filters (FDAFs), has proven to
be a potent tool in signal processing across diverse applications. In contrast to
time-domain algorithms, FDAFs exhibit commendable convergence performance
even in real-time applications [2, 7]. This study emphasizes the utilization of the
Functional Expansion Block (FEB) within FDAF filters, highlighting various ex-
pansion methods that allow for an exchange of information between linear and
nonlinear filters. Collaborative filtering is introduced as a promising approach
to enhance the e�ciency and e↵ectiveness of functional links, allowing for a
collaborative and adaptive optimization process [3, 4]. The FDAF architecture
incorporates a collaborative structure based on the Functional Link Adaptive
Filter (FLAF), allowing for the automatic activation or deactivation of the non-
linear filtering path. This dynamic adjustment enables adaptive biasing of the
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acoustic channel modeling based on the nonlinearity residual in the echo path.
The inclusion of a shrinkage parameter in FDAF facilitates selective retention or
removal of the output from the nonlinear filter, providing adaptability to di↵er-
ent filtering scenarios. The proposed model demonstrates robustness to varying
nonlinearity levels, converging towards a purely linear filter when the echo path
is linear and adapting to nonlinearities when present.

– We discuss an innovative framework for nonlinear adaptive filters with a
collaborative functional link structure tailored to cost-e↵ective and e�cient
learning in online applications.

– To achieve a balance between high performance and reduced computational
complexity, we introduce a novel approach, defining a partitioned-block frequency-
domain Collaborative Functional Link Adaptive Filter (CFLAF). This in-
novative perspective shifts the adaptation process to the frequency domain,
aiming for enhanced e�ciency with limited resources.

– The proposed algorithms are systematically assessed in a standard dynamic
and in a static scenario.

Acknowledgments This work is supported by the COMET-K2 “Center for
Symbiotic Mechatronics” of the Linz Center of Mechatronics (LCM), funded by
the Austrian federal government and the federal state of Upper Austria.
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Abstract. The main topic of this article is to present an audio indoor
environment monitoring system for a robotic platform through a graphi-
cal user interface. The acoustic event is detected by the use jointly of six
distinct models. The final decision is based on the predominant result.
The detected event is displayed in the graphical user interface, converted
to speech, and based on some pre-learned rules, the robotic platform can
choose a required task.

Keywords: robotic platform · indoor monitoring · email alert.

1 The OMNI-Z robotic platform

Communities with modern healthcare systems are rather specific to advanced
economies and are often found in societies that tend to age. The percentage of
the population with special medical care needs is significant and is anticipated to
increase. The involvement of people in these acts is a large financial burden, so
a great e↵ort is made to reduce the involvement of the human factor. A versatile
and economically viable robotic platform for indoor navigation in cluttered envi-
ronments with obstacles has been developed at CITST Bucharest to improve the
performance of an in-house modified platform, to be suitable for AAL and com-
patible with e-Health, domotics, and well-being platforms. Robotic platforms
that share an everyday indoor environment with people must be able to detect
people, track them, and recognize as much of their activities as possible.

1.1 Acoustic Event Monitoring – Implementation and Results

The audio database used for this event detector is the joint TIAGo database ver-
sion 01 [3] and 02 [2] which consists of 3300 audio signals (meaning 110 di↵erent
sound classes). In [4], for the TIAGo database version 01, the highest average
accuracy of 98.55% was achieved using 34 Mel Frequency Cepstral Coe�cients
(MFCC-34) and k-Nearest Neighbors (kNN). In the case of version 02, in [1],
the highest average accuracy was 99.78% using MFCC-64 and Linear Discrim-
inant Analysis (LDA), while for Support Vector Machines (SVM) was 99.36%
for MFCC-34 and 99.74% for MFCC-64.
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We have chosen the Python programming language since is not platform-
dependent. Based on our previous results, we have considered that MFCC-34
and MFCC-64 should be the most suited features combined with SVM, kNN,
and LDA, in the case of the merged databases. Using these combinations we have
obtained six distinct models. The audio signals within each class were randomly
divided into 80% training and 20% testing, respectively. The overall accuracies
(train phase & test phase), computed as the arithmetic mean of five distinct runs,
are: MFCC-34 + kNN: 100% & 99.091%; MFCC-64 + kNN: 100% & 98.939%;
MFCC-34 + SVM: 99.886% & 99.697%; MFCC-64 + SVM: 100% & 99.545%;
MFCC-34 + LDA: 97.652% & 97.576%; MFCC-64 + LDA: 98.561% & 98.333%.

In the monitoring indoor acoustic events part, an arbitrary signal can be
chosen from the test signals, or one recorded in real-time by OMNI-Z can be
used. Then MFCC-34 and MFCC-64 features are extracted and all six models
are applied; the final answer will be given following the highest appearance of
the same detected action. The detected event is converted into a vocal audio
form. Finally, the proper task will be chosen by OMNI-Z, based on the situation
detected: a normal indoor action (moving a chair, opening or closing a door, ask-
ing for an ID card, washing machine or microwave working, etc.) or a potentially
alarming situation (coughing, asking for some specific types of medicine, etc.).

2 Conclusions

We have discussed an audio indoor environment monitoring system for OMNI-Z
through a GUI. The acoustic event is detected by the use of six distinct models, in
conjunction. The final decision is based on the predominant result. The detected
event is displayed in the GUI, it is also converted to speech, and based on some
pre-learned rules, the robotic platform can choose a required task. If the event
is considered to be a regular action, the robotic platform sends a notification
email to a person in charge of daily monitoring; if it is potentially alarming, it
sends an alert email to the person who must intervene and to the caretaker.
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Introduction: Tra�c accidents involving wildlife pose a widespread prob-

lem globally, harming both humans and nature. Additionally, these incidents

often result in heavy vehicle damage, leading to expensive repairs and insurance

claims [1]. To mitigate these accidents, e↵orts are underway to better understand

wildlife populations near high-risk roads and implement preventive measures

such as visual or audible wildlife warning devices, partially utilizing artificial

intelligence (AI) [2]. To prevent wildlife accidents, high-risk areas must be iden-

tified first. In this work, we propose a model that predicts dangerous areas based

on animal sightings and apply it to two road segments in Austria.

Methodology: A wildlife accident risk model is created using Gaussian Mix-

ture Models (GMM) [3]. A GMM is a probabilistic model used to model data.

Data are assumed to be generated from a mixture of multiple Gaussian distri-

butions. GMMs are particularly useful when dealing with complex data distri-

butions that a single Gaussian distribution cannot readily describe. The model

is created starting from a dataset of observations, with a two-dimensional data

point representing the corresponding GPS coordinates of the animals. Depend-

ing on the animal species and the respective migration distance, these individual

components are weighted di↵erently in the model - a deer moves over larger dis-

tances in the same time on average than a hare, for example [4].

The probability density function of the GMM is given by the sum of the indi-

vidual density functions of the individual Gaussian components, each weighted

by its mixing coe�cient. Based on such a GMM, spatial risk estimates can thus

be calculated depending on the animal positions. The spatial intersection with

the adjacent road thus yields risk assessments for wildlife accidents.

Data: Camera drones with RGB and thermal sensors are invaluable for data

collection, o↵ering access to remote and challenging locations. Their aerial per-

spective provides a comprehensive view of roads and surroundings, aiding wildlife

population monitoring and risk assessment [5]. Georeferenced data enables pre-

cise mapping for preventive measures like wildlife crossings.

Airborne Light-field Sampling (ALFS) [6], based on the light fields introduced

by Levoy and Hanrahan [7], utilizes light-field technology for versatile imaging.

It creates integral images with adjustable focus, typically requiring specialized

hardware. However, a single moving sensor, such as an aircraft camera, can also

record light fields. ALFS combines colour and infrared images with position

data and a digital elevation model, enabling focused imaging of the ground, and

making it useful for wildlife detection in challenging environments like forests.

Eurocast 2024, February 25 - March 1, Las Palmas de Gran Canaria Extended Abstracts

93



Results: To assess and enhance the proposed methodology, we chose two

road segments in Veichter (Upper Austria) and Gänserndorf (Lower Austria)

known for frequent wildlife-related accidents. These areas were meticulously cho-

sen for testing purposes. Comprehensive aerial surveys were conducted along

both sides of these road segments at various times of the day, spanning morning,

noon, afternoon, and evening. The primary objective of these flights was to cap-

ture detailed geo-referenced video data, allowing for the precise identification

and tagging of animals linked to accidents, such as deer, rabbits, and pheas-

ants. Using the global positions of the animals, a risk assessment was performed

utilizing a GMM, as illustrated in Fig. 1.

Roe Deer      Hare      Pheasant

Increased Risk

Low Risk

Fig. 1. Application of the risk model employing a GMM based on the precise positions
of individual animals, as captured through drone recordings, and the nearby road.

Conclusion: In summary, the integration of visual data from drones and

the development of a statistical accident risk model based on a GMM provide

a promising foundation for managing wildlife accidents and improving overall

road safety. Using this model, it is possible to respond appropriately to the

challenges wildlife pose on roadways, saving lives and promoting human-wildlife

coexistence. Through continued research, collaboration, and proactive measures,

road safety can be further improved, and valuable wildlife can be protected.
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Abstract. The prediction of vehicle lane change manoeuvres has witnessed a no-

table surge in recent years. Some recent works have been directed towards the 

anticipation of a vehicle's intent by pre-emptively forecasting its trajectory. How-

ever, this approach falls short, for it fails to encapsulate the broader contextual 

intricacies inherent in the vehicle’s context. This study is mainly concerned with 

the prediction of drivers’ lane-changing intentions, while considering the Time 

to Collision (TTC) and all other contextual data. Moreover, this research lever-

ages Knowledge Graphs (KG), which are based on the incorporation of expres-

sive information or linguistically characterized temporal data extracted from the 

HighD dataset. The KG undergoes training using the 'TransE' model to derive 

Knowledge Graph Embeddings (KGE). Subsequently, Bayesian Reasoning is ap-

plied on top of the Knowledge Graph, using the learned embeddings to undertake 

the prediction process. The model is able to predict lane changing intentions at 

94% f1-score with an average anticipation of three seconds. 

Keywords: Lane Change Prediction, Knowledge Graphs, Bayesian Inference. 

1 Description of work 

Recently, different works focused on predicting vehicle lane changing intention using 
different inputs and methods, being a remarkable one the research conducted on the 
grounds of the PREVENTION dataset [1]. In this paper, we propose to develop a con-
text-aware vehicle lane change prediction system enhanced by Knowledge Graphs 
(KG) [2] by means of graph reification techniques and downstream Bayesian reasoning. 
A knowledge graph is a directed heterogeneous multigraph. In a KG, a triple < s, r, o > 
consists of a subject (s) and object (o) entity connected by a relation (r). For example, 
’vehicle INTENTION_IS rightLaneChanging’. The subject entity is ’vehicle’, the rela-
tion is ’INTENTION_IS’, and the object entity is ’rightLaneChanging’. The KG is built 
using our own vehicle ontology (see Fig. 1) describing contextual variables and data. 
The inputs used by the KG model are: vehicle lateral (velocity and acceleration), TTC 
to (preceding, left preceding, right preceding, left following, right following) vehicles. 
Some of these variables are not available in any dataset and, consequently, they have 
been post-processed based on raw data. Once the KG is built following the vehicle 
ontology, low dimensional embeddings of all entities and relations are computed using 
Knowledge Graph Embeddings (KGE) [3]. KGE is a supervised machine learning task 
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that learns to represent (embed) the knowledge graph entities and relations into a low-
dimensional vector space while preserving semantic meaning. In order to avoid the in-
ductive reasoning limitation of KGEs, several graph reification techniques have been 
applied on the KG prior to training. On top of that, Bayesian inference has been de-
ployed as a downstream mechanism with a view to develop a fully inductive predictive 
system. After training the system on the HighD dataset [4], and after applying Bayesian 
reasoning on the learned embeddings, the prediction system achieves an f1-score of 
94%, exhibiting the ability to anticipate lane changes with an average value of 3 sec-
onds (a maximum value of 5 seconds). These results are only possible thanks to the 
way KGs leverage contextual information.  

Fig. 1. Vehicle ontology used to build the Knowledge Graph for vehicle lane change prediction. 

Acknowledgments. This research has been funded by the HEIDI project of the Euro-
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Extended Abstract

As autonomous vehicles continue to evolve and become more prevalent in every-
day private transportation, it is critical that systems automatically detect and
handle incidents during vehicle operations. Current systems are limited in scope
and functionality, e.g., accident data recorders in standard non-AI vehicles only
store driving data locally and must be retrieved using proprietary tools. As a
result, it is di�cult or impracticable to link data between vehicles involved in
an accident without extensive manual data preparation [1]. In addition, data
integrity may be increasingly compromised by targeted attacks on connected
vehicles [2]. In Europe, EU Regulation 2019/2144 must be implemented by 2024
to establish a standardised data backup system to combat several of the above
issues [4]. In this work, we propose a comprehensive data monitoring solution
for autonomous vehicles that can be used for storage and forensic analysis of
driving data.

The approach is based on closed recording systems in the vehicle, as required
by the EU, and extends them with an additional monitoring system outside the
vehicle. The continuous availability of the data transmission capability enables
implementation of an external system. In doing so, we secure the data inside
and outside the vehicle. Autonomous vehicles transmit safety-relevant data to
a server located outside the vehicle. We rely on external data backup to en-
sure integrity and availability, especially in an accident. Currently, external data
backup is not covered by the EU regulation, but it would allow law enforcement
to access the data more quickly and shorten the time to clarify incidents. In
addition, data is protected against loss through vehicle damage in accidents or
targeted local attacks. In the Client2X architecture shown in Figure 1, clients
consisting of autonomous vehicles and road-side units (RSUs) are connected and
can exchange messages. The clients are also connected to a server that can re-
trieve data from third parties. By combining both internal and external vehicle
data including cloud and V2X data, a more comprehensive understanding of ve-
hicle performance, tra�c conditions and other relevant factors can be achieved.
For example, data recording can be extended during adverse driving conditions
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Fig. 1. Client2X Architecture of the Incident Response System.

or cross-checked between vehicles. Furthermore, by introducing machine learn-
ing algorithms, driver identification can be leveraged for improved anti-theft
protection [3]. Asymmetric encryption is utilized for secure transmission.

Compared to other vehicle data recording approaches, by adding a server
component, incidents can be detected more quickly as well as facilitating data
access and recovery. Using a Client2X architecture, we can achieve higher perfor-
mance and increased data availability for specific processing. This goes beyond
current implementations and regulatory frameworks. Future work will include
testing and implementing the presented approach with data sources external
and internal to the vehicle including cloud sources. Additionally, the benefits of
a Client2X architecture in incident detection need to be verified with specific
use cases.
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Abstract. In the Canary Islands there are 813 cars per 1,000 habitants.
On the Tenerife island, this fact with other several factors derived from
the demographic growth in recent decades have triggered an extreme
situation that is approaching the collapse of several main roads of the
insular road network. The preliminary status of a project, focused in
solving a critical roundabout collapse will be shared, together with the
ongoing challenges and solutions tried.

Keywords: Tra�c · Control system · Simulation.

During the last years, several tra�c studies have been realized by some or-

ganizations commissioned by the insular government (”Cabildo de Tenerife”) [1,

2]. The results, conclusions and actions derived from that studies are still to

be known. Literature is plenty of applicable developments, in similar situations

in other cities. There are smaller works which have studied easier tra�c situa-

tions trying to regulate the vehicles flow witch roundabouts [3] or smart tra�c

lights [4], but not using both.

The starting project we are sharing has many stages ahead. In a first stage

we will study and simulate the access roads to the city of San Cristóbal de

La Laguna, centered on the roundabout of ”Padre Anchieta” to carry out an

action plan to alleviate congestion on the roads around ”the first city on the

island”. This environment has a high population density, as well as commerce,

leisure and educational services from elementary to higher education. That is

why, facilitating access and exit from its urban center is essential for the correct

development of its municipal economy as well as for the lives of its residents and

people who come to it daily.

The present project aims at developing software tools and data analyses,

fed from real data facilitated by “Cabildo de Tenerife”. The o↵springs may be

? Supported by Universidad de La Laguna and Universidad de Las Palmas de Gran
Canaria.
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recomendatory, such as possible modifications in the road network, road exten-

sions, burials, uprisings or the implementation of intelligent tra�c lights and

vehicle flow control systems.

A central element to be proposed may be developing a ramp metering online

system, that can control the incoming volumes to ”Padre Anchieta” roundabout,

in order to avoid its blocking, and that problem wide ramifications in La Laguna.

The intention is to propose a real solution with a model validated in simulation

that serves as a basis for the possible modifications that this route may su↵er in

order that tra�c does not continue to be a problem of insular interest.

”Cabildo de Tenerife” has on his public website yearly data collection from

static tra�c stations, which are measuring the vehicle flows giving a final graphic

results an tables where we can take an initial idea about tra�c congestion and

arrivals in some specific time zones and places.

As an example, in figure 1 we have the averaged hourly load distribution.

More data will be compiled in order to have the best possible picture of the

phenomenon to be modelled.

Fig. 1. Graphic flow of vehicles given by time zone on ”Padre Anchieta” roundabout,
2022. Source: Cabildo de Tenerife

.

References
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Extended Abstract

Myoelectric sensors measure electrical signals which are generated by muscles

to control external devices, such as prosthetic limbs or robotic arms. To tap the

excitation of a muscle, skin-contact electrodes are placed over a residual muscle

pack to capture the signal when it contracts. Figure 1 shows a classic system in

which the myoelectric signal is amplified and band-limited with an anti-aliasing

filter [4]. Almost without exception, all control devices on the market are de-

signed and built to work in this way [3].

Fig. 1. Traditional sensor-actor arrangement.

Conventional sensors provide either a low-pass filtered, highly amplified raw

myoelectric or a rectified narrow-band (RMS) signal [1] to determine the grip or

action from the sensor signals. This can be done in two ways: first, by calculating

the di↵erence between the sensor outputs and applying a threshold to the re-

sult, or second, by classifying features extracted from one or more signals using

pre-trained algorithms. Since current classification systems that primarily use

artificial intelligence, sensor systems are now expected to provide an adequate

number of features to suitably separate the classification space. In addition to

features, time- and spike-information is often expected to carry out neuromor-

phic computations. Established methods for hum and noise suppression are also
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no longer satisfactory, as external noise and interference have increased and be-

came a ubiquitous problem. The development of signal processing algorithms and

specialized hardware, which can remove unwanted noise while perfectly captur-

ing relevant muscle signals, has become a true challenge. Another long-standing

problem is the variability of the signals to be processed due to muscle fatigue,

changes in skin impedance and electrode placement. As each user has a unique

physiology, muscle structure and wearing preference, modern sensors must also

be technically designed to adapt e↵ectively to di↵erent users, taking into account

factors such as limb size, muscle distribution and user preferences.

Fig. 2. Myoelectric sensor based on edge-processing principles.

In this paper, we present an integrated sensor that processes cutaneous sig-

nals directly at the front-end, Figure 2. Edge processing has several advantages:

compact design, hum and interference reduction, adaptive and parameterizable

digital filters at the sensor-edge, feature extraction on the device, and inclusion of

time-information for better classification [2] with AI algorithms or neuromorphic

computing methods.
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1 Extended Abstract
Implantable cardioverter-defibrillators (ICDs) pose potential challenges associ-
ated with their presence in patients’ bodies [8, 2]. Locating [7] and detecting
ICDs may present difficulties [6], as does maintaining the continuity and in-
tegrity of electrodes. Breaks or damages to electrodes can lead to disruptions
in signal transmission, and electrodes embedding into tissues may cause local
irritation and inflammatory responses [1]. There is also a risk of ICD displace-
ment [5], adhesion phenomena, and sensitivity to magnetic resonance imaging
(MRI). Regular assessment and monitoring are crucial to ensure patient safety
and the effective therapy of implantable cardiac devices. This article systemat-
ically explores state-of-the-art approaches and advanced algorithms to monitor
cardiac implantable electronic devices (CIEDs) comprehensively. In managing
cardiac arrhythmias and enhancing patient outcomes, CIEDs necessitate metic-
ulous monitoring to ensure proper functioning and prompt intervention during
malfunctions. The paper introduces the extension of CaRDLA-X [4] detection
protocol, leveraging advanced image data analysis techniques for precise local-
ization of CIEDs within the human body. This precision is crucial for an accurate
assessment of device performance and the identification of potential issues. In ad-
dition to CaRDLA-X, we discuss alternative approaches to CIED detection and
localization, encompassing methodologies involving artificial intelligence (AI),
radiolocation, and ultrasound techniques. Each approach carries its unique ad-
vantages and limitations, with the selection of the most suitable method con-
tingent upon the specific needs and constraints of the application. The research
delves into identification algorithms [3] facilitating the unequivocal determina-
tion of the type of CIED implanted in a patient. This accurate identification is
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imperative for tailoring monitoring strategies and interpreting device-generated
data. Furthermore, the paper explores integrity check algorithms, providing
mechanisms to assess the status of various CIED functions, including electrode
integrity, positioning, defibrillation capabilities, and stimulation functions. The
article proposes an integrated solution combining CaRDLA-X detection proto-
cols, CIED identification algorithms, and integrity check algorithms to monitor
CIEDs comprehensively. This integrated approach offers a holistic perspective on
device performance, facilitating the timely identification of potential problems.
Integrating information from CIED monitoring protocols with patient clinical
data enables personalized monitoring strategies and informed clinical decision-
making. The advanced protocols and algorithms presented in this article aim to
substantiate effective monitoring of CIEDs, thereby contributing to enhanced
patient management and therapeutic efficacy. The proposal of an integrated so-
lution represents a pioneering step towards the comprehensive supervision of
implantable cardiac devices, ensuring patient safety and optimal therapeutic
efficiency.
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1 Extended Abstract

Synovitis arthritis, characterized by inflammation of the synovial membrane in
joints, poses challenges in early diagnosis and effective treatment [8, 3] increasing
a mortality risk [9]. Current diagnostic methods for synovitis arthritis, such as
physical examinations [5] are only sometimes accurate, but as relevant as the
most popular imaging studies [6, 7, 10, 2].

This article critically reviews various machine learning (ML) methods to
analyze synovitis arthritis in human joints [1]. The exploration encompasses
a range of classic ML techniques, including supervised learning, unsupervised
learning, and modern deep learning approaches [14]. It also indicates new direc-
tions opened for simulation, like arthritis modeling with joint-on-a-chip [12] or
exploring different factors like signaling pathways in rheumatoid arthritis [13, 4].

The paper emphasizes early and precise detection of synovitis arthritis to
improve patient outcomes. Furthermore, it discusses the latest progress in deep
learning with various neural architectures for automated joint analysis. We also
address the challenges and limitations of current ML approaches, like the neces-
sity for large and diverse datasets [11], model interpretability, and generalization
of different patient populations. A discussion on potential future directions in
ML-based synovitis arthritis detection, such as the integration of multimodal
data sources and advancements in transfer learning, concludes the review.
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This survey aims to provide a consolidated resource for interdisciplinary re-
searchers, clinicians, and practitioners in rheumatology and medical imaging by
synthesizing current research. It aims to enhance understanding of the current
ML methods for synovitis arthritis detection, paving the way for improved di-
agnostic capabilities and patient care.
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yykd@k

eX h�p�FQHB- >X- q�HmMD- aX- S�?H2p�MM2D�/- SX- SHQ+B2MMBF- *X- _mbFQrbFB- JX, aK�HH
Q#D2+i /2i2+iBQM 7Q` M2�` `2�H@iBK2 2;Q+2Mi`B+ T2`+2TiBQM BM � K�Mm�H �bb2K#Hv b+2@
M�`BQX *Q__ �#bfkRyeXye9yj UkykRV- ?iiTb,ff�`tBpXQ`;f�#bfkRyeXye9yj

dX h?QKTbQM- aX- PKQ`B- uX- EQKm`Q- hX- PF�v�K�- EX- E�iQ- LX- h�M�F�- >X, aBKmH�@
iBQM �M/ 2p�Hm�iBQM Q7 H2MiBK�`F K�`F2`b 7Q` �++m`�i2 TQb2 2biBK�iBQMX AM, kyR3 A111
AMi2`M�iBQM�H *QM72`2M+2 QM avbi2Kb- J�M- �M/ *v#2`M2iB+b UaJ*VX TTX 9RRkĜ9RRd
UkyR3VX ?iiTb,ff/QBXQ`;fRyXRRyNfaJ*XkyR3XyyeNd

3X q2BMK�MM- JX- C ;2`- JX- qm`bi?Q`M- aX- CmixB- "X- >Ƀ#M2`- SX, j/ BM/QQ` K�TTBM;
rBi? i?2 KB+`QbQ7i ?QHQH2Mb, Zm�HBi�iBp2 �M/ [m�MiBi�iBp2 2p�Hm�iBQM #v K2�Mb Q7
;2QK2i`B+ 72�im`2bX AaS_a �MM�Hb Q7 S?QiQ;`�KK2i`v- _2KQi2 a2MbBM; �M/ aT�iB�H
AM7Q`K�iBQM a+B2M+2b o@R@kyky- Re8ĜRdk Uy3 kykyVX ?iiTb,ff/QBXQ`;fRyX8RN9fBbT`b@
�MM�Hb@o@R@kyky@Re8@kyky
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1 Extended Abstract

Cerebral Palsy (CP) is a multifaceted neurological disorder [2, 13, 12] demanding
individualized and multidisciplinary medical interventions [1] to address its im-
pact on movement, posture, and coordination [11]. In recent years, the concept
of a "digital twin" has emerged as a promising tool in healthcare, allowing for
the creation of virtual replicas of individuals [10] to simulate and monitor their
health conditions. This paper provides a comprehensive exploration of the ap-
plications, methodologies, and challenges associated with the implementation of
medical human digital twins [14] specifically tailored for individuals with cerebral
palsy.

The exploration encompasses an overview of existing research and develop-
ments in the field of digital twins, emphasizing their utility in understanding
the dynamic and heterogeneous nature of cerebral palsy [5]. The paper explores
various imaging modalities, sensor technologies [4], and data fusion techniques
employed in acquiring the necessary input for constructing accurate digital rep-
resentations of individuals with CP [3]. Additionally, it delves into the compu-
tational models and simulation frameworks utilized to simulate the biomechan-
ics [6], neural activity, and overall functionality of the affected individuals.

Furthermore, the exploration addresses the integration of digital twins into
clinical practice, highlighting their potential contributions to diagnosis, treat-
ment planning, and personalized rehabilitation strategies [8] for cerebral palsy
patients. The ethical considerations and privacy concerns associated with the
creation and utilization of medical human digital twins are also discussed.

The synthesis of information presented in this paper aims to provide re-
searchers, clinicians, and technologists with a comprehensive understanding of
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the current landscape, challenges, and opportunities in developing and imple-
menting medical human digital twins [9] for cerebral palsy. By shedding light on
the state-of-the-art technologies and methodologies, this exploration contributes
to the advancement of personalized healthcare solutions [7] for individuals with
cerebral palsy, ultimately improving their quality of life and therapeutic out-
comes.
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Abstract. Virtual reality (VR) is becoming increasingly popular in industrial ap-
plications and research fields. While the development of virtual reality applica-
tions is progressing rapidly, it is still a challenge to define precisely the aspects 
that make virtual reality software high quality, user-friendly, and usable in the 
long term. The biggest problem is that traditional software testing standards are 
not fully applicable for virtual reality software, and can only be partially followed 
by developers. The use of virtual reality for scientific and industrial purposes can 
offer new opportunities for researchers and change the way humans interact with 
computers. For virtual reality software various usability metrics can be defined, 
such as: reduction of negative environmental effects, discomfort in virtual envi-
ronments, content consistency and intuitive control. The aim of this paper is to 
enumerate and define the aspects that can be used to design a user-friendly virtual 
environment for examining digitalized pathological sections, and to understand 
the parameter set that can be used to test the usability of the software. Using the 
defined metrics, our goal is to show and describe our software framework, that 
enables automatic usability testing of virtual reality software. The developed soft-
ware can be used to objectively measure the user's head and hand motion and the 
positional difference between the physical and virtual space of VR glasses and 
controllers. 

Keywords: Usability testing, VR, Virtual Reality, Medical software, digital pa-
thology. 

1 Usability testing in VR environment 

Usability testing aims to determine how comfortable, fast, and learnable a particular 
software is. To test usability, we have developed a testing process, and established a 
VR testing environment to record objective data during testing process. 
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1.1 Head and arm movement tracking 

We found that in order to create a truly user-friendly interface, it is important to 
measure and analyze the user's movement and physical activities while using the sys-
tem. Our team's goal was to develop a VR software intended for pathological use, where 
users must look at specific patterns for hours. 

1.2 Jitter evaluation in VR environment 

We tested the VR jitter difference among different virtual reality glasses. We have 
successfully done comparison of the position tracking accuracy of differ-ent VR head-
sets. Testing was done with HTC Vive Pro and Oculus Rift virtual reality goggles. Dur-
ing testing, we aimed for the best settings and calibration procedures recommended by 
the manufacturers. 

2 Discussion 

The results of this study provide support that the measurement of hand and head 
movement and rotation define objective information in measuring the usability of a 
virtual reality application. From the jitter focused tests it can be clearly see that the 
slight tremor of the body increases with the variation in the virtual reality position and 
significantly more increases in the rotation deviations. The values around the rotation 
axis exceed the maximum of 0.5°.  

In conclusion, the development of virtual reality (VR) technology has led to new 
opportunities in scientific research and industrial applications. While VR software are 
rapidly evolving, defining the precise aspects that make it user-friendly and functional 
remains a challenge. The use of VR in scientific research can revolutionize the way 
humans interact with computers, as it pro-vides a more immersive and interactive en-
vironment.  

Our team defined objective usability factors, such as head and hand movement and 
rotation, and tested the problems of VR devices. We developed software which 
measures the users' head and hand movements and assesses the positional accuracy of 
VR glasses and controllers in relation to the physical space. 
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1 Extended Abstract

Cancer is considered a prominent health problem worldwide due to the increasing

number of cases and high mortality rates [1]. The complexity and heterogeneity

of cancer cause limited treatment options. The e↵ectiveness of treatment can

vary based on the type and stage of cancer and the individual characteristics

of the patients [2]. Well-established and relatively cost-e↵ective curing methods

such as chemotherapy are designed for the average, which can lead to several side

e↵ects and resistance [3]. Personalized chemotherapy aims to modify therapy to

the specific features of the parameters of a patient, allowing for a more e↵ective

and less toxic approach.

Tumor spheroids are an essential and widely used tool in cancer research

as they fill the gap between two-dimensional in vitro cell cultures and in vivo
models. With the help of spheroids, tumor progression, and therapy optimiza-

tion can be established cost-e↵ectively and more ethically [4]. However, inter-

species scaling and extrapolation of the in vitro-based mathematical models of

tumor growth, pharmacodynamics (PD), or pharmacokinetics (PK) are required

in order to gain clinically relevant predictions. In vitro to in vivo extrapolation

(IVIVE) o↵ers a solution to calibrate human models with the use of in vitro tu-

mor spheroids and preclinical datasets even if the clinical data is rarely available

[5, 6].

? Project no. 2019-1.3.1-KK-2019-00007. has been implemented with the support pro-
vided by the National Research, Development, and Innovation Fund of Hungary,
financed under the 2019-1.3.1-KK funding scheme. This project has been supported
by the Hungarian National Research, Development, and Innovation Fund of Hungary,
financed under the TKP2021-NKTA-36 funding scheme. The work of Dániel András
Drexler was supported by the Starting Excellence Researcher Program of Óbuda
University, Budapest Hungary. Borbála Gergics is with the Óbuda University, Ap-
plied Informatics and Applied Mathematics Doctoral School, Budapest, Hungary.
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Here, we present a tumor growth and PD/PK model that was calibrated

on in vivo data (mouse) and in vitro data (tumor spheroids). In order to de-

scribe the pathophysiological phenomena of tumors using di↵erential equations,

we applied formal reaction kinetics [7–9]. The in vivo values were gained from

cytotoxicity measurements of doxorubicin on Brca1�/�
; p53�/� mouse mam-

mary tumor model and the in vitro spheroids consisted of cell line previously

isolated from the same mouse mammary tumor [10]. Parameter identification

of the models was done independently based on in vitro and in vivo experiment

data set, then we investigated the model fit with a hybrid strategy: we integrated

both the in vivo and in vitro measurement values and the parameter estimation

was conducted with allowing exactly one parameter to be scale-specific (in vitro
or in vivo-based) while the other parameters remain in vivo-based. With this

method, IVIVE of the PD/PK model of doxorubicin-treated mammary tumors

can be carried out. Nevertheless, this approach is based on only in vivo preclin-

ical studies; the integration of human datasets is necessary, and other species

experiments are strongly recommended to achieve more precise IVIVE broaden-

ing on clinical prediction and interspecies scaling.
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9. Gergics, B., Vajda, F., Puskás, M., Füredi, A., and Drexler, D. A.: Mathematical
modeling of phototoxicity during fluorescent imaging of tumor spheroids. In 2023
IEEE 27th International Conference on Intelligent Engineering Systems (INES) (pp.
000291-000296). IEEE. (2023, July)
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Industrial processes are getting more complex and production lines become

more connected. The deprecated architecture of traditional automation tech-

nology does not meet today’s requirements for modern software engineering in

order to solve future problems. Programmable Logic Controllers (PLCs), intro-

duced in the late 1960s as successors to hard-wired systems, use standard-defined

programming languages specified in IEC 61131-3 [2]. However, their basic archi-

tecture has remained largely unchanged and is no longer su�cient for modern

industrial needs [3]. These requirements include flexible hardware availability,

short development and shipping times, cost pressure, and a modular range of

products and connectivity. Traditional automation technology is encountering

constraints due to its aging architecture, limiting its capabilities. PLC develop-

ment lacks dynamic processes and relies on live on-site changes, incurring costs

and downtime. Proprietary systems among PLC suppliers create incompatibil-

ities despite the IEC 61131 standard. The IEC 61499 standard advocates for

event-based systems for future PLCs, but faces obstacles in industry adoption [4].

The need for modernization is recognized, but a consensus on implementation

remains elusive.

This paper proposes the use of an embedded platform as the future platform

for automation controls and a transpilation system to port existing automation

technology applications onto an embedded target system, see Figure 1. This sys-

tem consists of two main parts, an LLVM
3
compiler tool-chain for automated

application logic transformation and an execution engine for runtime require-

ments. Although the IEC 61131-3 standard defines multiple programming lan-

guages, the proposed system focuses on Structured Text (ST). PLCs typically

include other application elements like user interaction, which is out of the scope

of the presented approach.

The LLVM compiler front end parses the PLC application (ST) and gener-

ates a technology independent LLVM Intermediate Representation (IR) of it.

In [1] the authors also propose an IEC 61131-3 compiler front end using LLVM.

The generated IR is compiled to an object file by the back end containing the

transformed functions of the application. At this stage the source application is

entirely transformed into the execution engine using its defined interfaces to base

functions. The execution engines creates a PLC-typical cyclic execution model

3 ”LLVM” is not an acronym but rather the project’s full name. See: https://llvm.org/
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using the PLC configuration like cycle time and bus configuration. The two parts

are linked together creating a target executable. Additional runtime configura-

tion and application parameters at run time is transferred onto the embedded

system. The entire transpilation process with the transpilation system onto the

embedded system performs automatically.

Fig. 1. Transpilation of the Application from an Automation to an Embedded System

A working prototype demonstrates the feasibility of the concept using an indus-

trial closed-loop real-time application from the beverage industry without being

limited to this particular industry. The hardware of the prototype consists of real

automation components: Beckho↵ CX2040 as industrial PC running a real-time

patched (PreemptRT) Linux operating system including EtherCAT communica-

tion to sensors and actuators commonly used in the food and beverage industry.

This forms a base for a new, future-proof automation architecture which can

integrate existing IEC 61131-3 source code with newly-developed code onto a

common and modern embedded platform. More work has to be done to support

all IEC 61131 elements as well as more analysis to meet all requirements of

high-end real-time applications.

References

1. Catalão, T., De Sousa, M.: IEC 61131-3 Front-End for the LLVM Com-
piler Family. In: IEEE International Conference on Emerging Technologies
and Factory Automation, ETFA. vol. 2020-September, pp. 1191–1194 (2020).
https://doi.org/10.1109/ETFA46521.2020.9211921, iSSN: 1946-0740

2. Internation Electrotechnical Commission: Programmable controllers - Part 3: Pro-
gramming languages. Standard IEC 61131-3:2013, Internation Electrotechnical
Commission (2013)

3. Sehr, M.A., et al.: Programmable Logic Controllers in the Con-
text of Industry 4.0. IEEE Transactions on Industrial Informatics
17(5), 3523–3533 (May 2021). https://doi.org/10.1109/TII.2020.3007764,
https://ieeexplore.ieee.org/document/9134804/

4. Thramboulidis, K.: IEC 61499 vs. 61131: A Comparison Based on Misper-
ceptions. Journal of Software Engineering and Applications 06(08), 405–415
(2013). https://doi.org/10.4236/jsea.2013.68050, http://arxiv.org/abs/1303.4761,
arXiv:1303.4761 [cs]

Eurocast 2024, February 25 - March 1, Las Palmas de Gran Canaria Extended Abstracts

118



Retail 4.0 as a Booster for Industry 5.0

M. Horn1, S. Kranzer1, J. Nöbauer1, L. Portenschlager1, T. Neureiter1,
P. Pankonin1, V. Schleifer1, R. Zniva1

Salzburg University of Applied Science, Salzburg, Austria

1 Extended Abstract
In their 2022 paper titled Industry 5.0: improving humanization and sustain-
ability of Industry 4.0 the authors highlight the limitations of the Industry 4.0
concept, particularly focusing on the role of humans in smart factories and the
aspects related to sustainable development [1]. After a strong focus on solely
technology, a more human centered approach is needed. On the other hand, in
brick and mortar retail, technology such as robotics, sensor technology and the
collection and use of data from a wide range of systems are solutions to current
problems relating to staff availability and cost efficiency. In retail in particular,
however, the focus of all efforts has always been on the individual customer. The
customer journey takes center stage. This work compares the respective domains
of industry and commerce with regard to the use of modern technologies and
the role of humans and shows possibilities for a mutual transfer of knowledge.

The knowledge transfer between the domains industry and retail can offer
a decisive advantage over competitors in the future. Established technologies in
Industry 4.0, such as the Internet of Things (IoT), Cloud Computing, Big Data
Analytics (BDA), Augmented Reality (AR) and Artificial Intelligence (AI), can
also enhance efficiency in the retail sector. Specific use cases include the deploy-
ment of in-store sensors for product tracking and customer monitoring, coupled
with advanced AI solutions for analytics and image processing [2]. Additionally,
the use of robots in the industry is now indispensable and will also play a cru-
cial role in retail in the future. Possible applications in Retail 4.0 for robots
include cleaning tasks, detection of empty shelves and providing information
for customers [3]. The transition of industrial technologies into the retail sector
presents new challenges and issues that must be considered in their development
and implementation.

At the Point of Sales in brick and mortar retail, conditions are less controlled
and regulated than in industrial environments. Changing settings and layouts as
well as mostly unrestricted customer access create difficulties. This means that
not all technologies can be directly transferred. Challenges exist, among others,
in the area of product recognition using deep learning due to the high number
of articles [4], in mobile robotics with respect to navigation, path planning and
collision avoidance [5], in the use of collaborative robots alongside untrained
individuals [6], or in the context of data protection, data security, and the corre-
sponding legal regulations [7]. Further developments in these and other fields are
a prerequisite for a smooth implementation of Retail 4.0 and will solve future
problems of Industry 5.0.
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Retail 4.0’s integration of AI, IoT, AR and BDA significantly aligns with
Industry 5.0’s focus on augmenting human capabilities and experiences. Its ap-
plication of collaborative robotics in dynamic, human-interactive spaces shows
potential industrial adaptations. Furthermore, Retail 4.0’s utilization of digital
twins for inventory and customer service, alongside its strategies for address-
ing data privacy, security, and ethical AI concerns, offers valuable guidance for
Industry 5.0 [8]. This knowledge and technological transfer, especially in human-
robot collaboration, not only advances technological capabilities but also ensures
they align with human values and needs [9].

The technologization towards Retail 4.0 is well advanced and leads to various
challenges due to the human-centered, uncontrolled, and varying environment
at the Point of Sales. Here, numerous research fields emerge which subsequently
benefit the automation of retail and further can be considered as a boost for
Industry 5.0.
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1 Motivation

The increased complexity of modern software development projects, either due

to a complex domain such as industrial automation or a large codebase, leads to

a need for more understanding during the software development activities. To get

familiar with the domain and source code of a software project, most developers

read the documentation and the source code, do minimal implementation tasks,

join pair programming sessions [2], or ask a given project mentor. Additionally,

quality attributes like code readability are often sacrificed while implementing

software for embedded systems [1].

AI-based chatbots can support software development by providing code frag-

ments, uncovering bugs, solving domain-specific questions, and conveniently en-

abling a conversation. Domain knowledge is also part of the source code within

the same project or in different projects of the same domain. Since current chat-

bots such as ChatGPT are primarily trained on open-source information, the

user cannot interact with its close repository or use internal documents’ domain

knowledge.

Therefore, we discuss in this abstract a locally installed chatbot system that

can incorporate internal documents and closed source codebases to decrease

the learning effort and increase the interactive chatbot’s answers, especially for

complex domains such as industrial embedded systems for industry automation.

2 Tool Architecture & Setup

For our experiments, we used CodeLlama-13b [3] with 8k maximum input length

and 16k token result overall. The setup was done using the Hugging Face Trans-

former Framework [4]. The initial approach to concatenate several code files and

send them as context for a smaller project was given up because the input limit

was exceeded in too many cases. Therefore, the experiment was limited to asking

questions to single code files.

The overall architecture is depicted in Figure 1. A single code file is provided

as a prefix for a prompt to CodeLlama, and it was told to respond as a software
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Fig. 1. Architectural Flow Chart

developer. CodeLlama currently runs on AWS but can be installed locally or in

a private cloud environment to protect the users’ intellectual property.

In our experiment, we use a large software project that develops industrial

firmware for an IoT gateway (around 13GiB in size, mainly C++ and C). We

did ask rudimental questions such as the amount of instructions in a file, the

overall behavior of a class, or the immutability of a class.

3 Results & Outlook

The answers to our questions were promising, yet not idempotent. Also, similar

questions about open source software asked to chatbots such as ChatGPT were

more precise. Further training and finetuning is required. Additionally, we en-

countered the problem of a vanishing context since we used a prefix to include

context in the form of a code file. As a result, the context did overgrow and was

quickly forgotten by the chatbot system (approximately after three or four subse-

quent questions). In future developments, we thus want to tackle these challenges

by implementing a fine-tuned approach and providing a reference dataset.
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1 Introduction

In order to exploit the full added value of a holistic industrial metaverse in the
context of energy modelling, it is necessary to generate energy models of single
components. The energy behaviour of individual systems can be mathematically
constructed with corresponding physical parameters. Influential parameters such
as efficiency, inertia behavior and friction can be taken from the data sheets of
the component manufacturers. The calculated absorbed power of the mathemat-
ical model differs from the measured power of the real system. In this abstract,
optimization methods are developed and compared with each other in order
to optimize the mathematical energy model by means of a parameter estima-
tion. For the energy model based on a physical model which gets control inputs
through a trajectory in combination with the energy input/output function it is
possible to derive insights to the present energy usage.

The optimized energy model then serves as the basis for energy forecasts and
optimizations in industrial plants and entire factories.

2 Concept

By breaking down the assembly into submodels (Fig. 1) with transmission func-
tions and individual efficiency factors, an overarching equation for subsequent
optimization can be formulated. The efficiency grade of each component will
vary during different operating states for example the servo motor in speed or
torque [1], which is correlated to the speed and acceleration of the work piece
and all intersecting components.

With an understanding of model dependencies, the task is to validate, test
and compare the process and results of different machine learning optimization
methods[2]. This requires methods such as physics-informed neural networks,
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Fig. 1. Schematic representation of the real actuator

polynomial regression, and multiple regression on the generated dataset, fol-
lowed by validation against the physical model. These methods are part of semi-
supervised machine learning and use both labeled data and physical equations
to guide the learning process. The variation of the trajectory and testing of the
model with different parameters, such as the work piece weight, will expose the
need to reduce model complexity and/or establish constraints for optimizing
the graphs. This limitation is based on provided manufacturer information and
could combined with the reduced complexity resolve the interplay between the
optimized parameters so called the "black box problem"[3].

3 Conclusion

The results of this work will establish the foundation for energy prediction and
optimization, ensures the increase of production efficiency. Moving forward, the
emphasis will be on evaluating the scalability of this approach and its models.
The scalability with several degrees of freedom needs to be investigated

References

1. Don Labriola. "The Variation of Servomotor Efficiency in Different Applica-

tions." Power Transmission Engineering, Chicago Office 1840 Jarvis Avenue

Elk Grove Village, IL 60007 USA, 2010. Last visited: 14.11.23. Available:

https://www.powertransmission.com/articles/9193-the-variation-of-servomotor-

efficiency-in-different-applications

2. Sourav Das, Solomon Tesfamariam. "State-of-the-art review of design of experiments

for physics-informed deep learning." arXiv, 13 Feb. 2022, pp. 17, Springer Nature,

Canada, 2021 https://arxiv.org/abs/2202.06416v1 https://doi.org/10.1007/978-3-

030-85523-3_1.

3. Professor Samir Rawashdeh. "AI’s Mysterious ‘Black Box’ Problem, Explained."

University of Michigan-Dearborn, Power Transmission Engineering, 4901 Evergreen

Road Dearborn, MI 48128, USA, 2023, (Last accessed: 14 Nov 2023) Available:

https://umdearborn.edu/news/ais-mysterious-black-box-problem-explained.

Eurocast 2024, February 25 - March 1, Las Palmas de Gran Canaria Extended Abstracts

124



Efficient classification of live sensor data on
Low-Energy IoT devices with simple Machine

Learning methods

Martin Hanreich1[0009�0007�8855�8445], Oliver Krauss1[0000�0002�8136�2606], and
Gerald Zwettler1[0000�0002�4966�6853]

University of Applied Sciences Upper Austria, Hagenberg, 4232, Austria
{martin.hanreich, oliver.krauss, gerald.zwettler}@fh-hagenberg.at

Keywords: Time-Series-Classification · IoT-Devices · Energy-Efficiency · Ma-
chine Learning

Introduction Internet of Things (IoT) devices are ubiquitous, but often can-
not be permanently connected to the power grid and therefore have to rely on
batteries and other energy sources like solar power. These mobile devices should
run over a long period without the need for recharging, but still be able to per-
form comparatively complex tasks from the realm of machine learning like a
classification task on live sensor data [7]. The state-of-the-art as far as accuracy
is concerned are Neural Network models like LSTM (Long short-term memory)
or CNN (Convolutional neural network) [4]. However, these models usually take
up more Flash memory, more RAM of the devices and more CPU time than
traditional machine learning approaches, which in turn causes a higher energy
demand. Another possibility is to transfer the time series data to an external
server to do the calculations there and send back the result. For a continuous
classification of sensor data, this approach is often not feasible, since the constant
transmission of a large quantity of data over a wireless network is required.

We discuss a pipeline for efficient time series classification of live sensor data
on low-energy IoT devices with on-device processing. We present our case study
of detecting boats docking at an IOT-enabled buoy, which is required to be
energy-self-sufficient for several months at a time.
Related work There are numerous publications which are focusing on Deep
Learning or Shallow learning for Time Series classification in the context of IoT
devices like [5], [3], [6] and [1]. They tackle the hardware constraints with a
reduction in the complexity of the networks. A sizeable number of publications
also deal with traditional approaches like [2] and [9] or [8]. In recent years, the
focus on neural net-based approaches has become even more pronounced due to
factors like increased hardware capabilities.
Classification on Low-Energy IoT devices In contrast to other publica-
tions like the ones mentioned above, this work focuses on establishing an entire
robust pipeline rather than a specific algorithm. It ranges from the initial data
collecting, finding the right model and best fitting data preparations, and deter-
mining the hyper-parameters, to the classification on the device itself. A variety
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of existing approaches, libraries, and tools are used and compared to find the
combination that satisfies the requirements the specific task poses. The main
underlying concern for all the steps in the pipeline is the trade-off between per-
formance and resource usage, so the entire detection system can be fit easily
even on devices with hardware limitations.

The pipeline and all of its steps are shown on the boat docking use case. A
microcontroller with an accelerometer and gyroscope is integrated into a buoy.
Based on the sensor data, it can now be detected if a boat is docked on the buoy
or not using only a few kilobytes of Flash memory and RAM.
Discussion and Outlook We discuss all necessary steps for classifying sen-
sor streams on an IoT device, with a focus on the resources aspect based on
a practical example. It is shown that when considering the unique attributes
of the task and data, a simple decision tree can be sufficient. That means that
even though other approaches like Deep Learning are becoming more and more
feasible on microcontrollers, a less complex solution is still preferable if the accu-
racy demand is met as well. Less complex solutions can work on lower hardware
specifications, which makes systems more cost and energy-efficient. However, the
approach was conceived with a specific use case in mind at the moment. It needs
to be tested how far it can be generalized for other situations. Also, quantifying
the exact energy-saving properties in comparison to Neural Network approaches
through an empirical study is pending.
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Abstract. Artificial Intelligence (AI) has become an integral part of the
industry. As an emerging technology, Quantum Computing has already
delivered impressive results. In an earlier paper we compared Quantum
Machine Learning (QML) to traditional machine learning algorithms,
whereby QML unexpectedly delivered inferior results. In this study, we
examine novel encoding methods that extend the feature space to im-
prove the performance of QML algorithms. This work seeks to improve
upon the results of the prior paper [6]. The outcomes can then be used
to realize the potential of Quantum Machine Learning in industrial ap-
plications.

Keywords: Deep Learning · Artificial Intelligence · Hybrid Quantum
Machine Learning

1 Introduction and Motivation

The integration of Artificial Intelligence (AI) in the industry is progressing fast

and is becoming increasingly important in all areas of science and technology.

The resulting time- and cost savings are very promising for all kinds of business.

AI models, however, require large quantities of data and a lot of time for training.

Quantum computers on the other hand do not require that [2]. Unfortunately,

they are also very challenging in their application. The goal of this paper is the

development of a generic Quantum Machine Learning (QML) algorithm with

minimal technical overhead. Prior tests failed to achieve the expected results.

Based on the prior paper, this study examines alternative encoding methods pro-

viding a greater number of features and enabling the processing of more complex

problems than the previously used PauliFeatureMap. The goal is to improve the

performance of QML-algorithms and facilitate more e↵ective solutions.

2 Objectives of the current project

Recent development of quantum computers has the potential to fundamentally

change the machine learning sector, particularly the field of deep learning. In or-

der to be trained e↵ectively, deep learning algorithms depend on a large amount
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of data. However, the processing of the required amount of data is expensive

with regards to time and computing power. The added value of a trained model

lies in its capability to detect anomalies as early as possible. Utilization of the

hybrid approach of Quantum Machine Learning (QML) is expected to reduce

the cost of training and evaluation significantly. For the implementation, this

work uses several python libraries like PyTorch and Qiskit among others. For

encoding of the hybrid QML approach, the PauliFeatureMap provided by the

qiskit library [1] was utilized.

The previous tests, which were run on a physical quantum computer at IBM as

well as in a simulation, failed to produce the expected results due to the low

complexity of the application and the chosen encoding method. A traditional

machine learning algorithm can only have a higher performance when process-

ing more complex problems, which often exhibit a great number of features. The

method we employed requires one qubit per feature, which is not practical for

more complex tasks. In this work we examine the Amplitude Encoding method

to meet these challenges. This method allows to store 2
n
features [5] and seeks

to expand the feature space as well as the performance of the hybrid QML ap-

proach [3, 4]. The results of this study can contribute to an improved integration

of quantum computers and machine learning in the industry.

3 Expected Project Outcomes

Utilization of the Amplitude Encoding method opens up new ways to handle

significantly more complex problems, where quantum computers are likely to

be superior to traditional algorithms. The results of this paper will aid in the

adoption of quantum computers across the industry and demonstrate new ways

of applying artificial intelligence in complex environments.

References

1. Qiskit pauli feature map (2023), https://qiskit.org/documentation/stubs/
qiskit.circuit.library.PauliFeatureMap.html

2. Caro, M.C., Huang, H.Y., Cerezo, M., Sharma, K., Sornborger, A., Cincio, L., Coles,
P.J.: Generalization in quantum machine learning from few training data. Nature
communications 13(1), 4919 (2022)

3. Mitsuda, N., Nakaji, K., Suzuki, Y., Tanaka, T., Raymond, R., Tezuka, H., On-
odera, T., Yamamoto, N.: Approximate complex amplitude encoding algorithm
and its application to classification problem in financial operations. arXiv preprint
arXiv:2211.13039 (2022)

4. Schuld, M., Fingerhuth, M., Petruccione, F.: Implementing a distance-based classi-
fier with a quantum interference circuit. Europhysics Letters 119(6), 60002 (2017)

5. Schuld, M., Killoran, N.: Quantum machine learning in feature hilbert spaces. Phys-
ical review letters 122(4), 040504 (2019)
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Using AutomationML for Advanced Simulation

in Industrial Automation
?
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Abstract. This paper explores enhancing manufacturing processes in
industrial automation through computer simulations. It integrates Au-
tomationML, an XML-based framework, into Visual Components, op-
timizing the simulation modeling process. The study adapts a Visual
Components XML-Importer add-on to interpret AutomationML data,
facilitating e�cient updates to an XML file within Visual Components.
The findings showcase the practical use of AutomationML in a broader
mechatronic production system, contributing to MBSE by improving
simulation capabilities and highlighting its potential value in education
through simulation-based teaching.

Keywords: Model-Based Systems Engineering (MBSE) · Industrial Au-
tomation · Automated Simulation Generation.

1 Introduction

Adopting Model-Based Systems Engineering (MBSE) [4], [2], this study demon-
strates AutomationML’s feasibility in partially automating simulation models.
AutomationML’s cutting-edge role in simulation generation, as seen in AML2SIM
[1],[3], supports e�cient testing and digital twin creation for smart factories and
cyber-physical systems.

The study validates AutomationML for partial simulation model automation.
It integrates AutomationML seamlessly, adapting Visual Components XML-
Importer to accurately interpret and update entry station information. The
comprehensive optimization approach ensures accuracy and e�ciency in the sim-
ulation modeling process.

2 Practical implementation

The study converts and integrates an entry station, part of a broader mechatronic
production system, from Visual Components to AutomationML. The meticu-
lously constructed station, assembling axle-bearing blocks with an industrial

? Supported by MA 23 – Economic A↵airs, Labour and Statistics) through the research
project INVIS (MA23 project 29-11)
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robot, forms the basis for a hierarchical structure in AutomationML’s Instance-
Hierarchy. Semantic roles enhance comprehensibility, while iterative conveyor
belt modifications showcase the workflow. An open-source Importer for Visual
Components, driven by a python script, adapts the AutomationML instance
hierarchy, ensuring seamless loading and facilitating automated simulation gen-
eration for e�cient virtual prototyping within the MBSE landscape.

Fig. 1. Entry Station (left) and corresponding PPR roles in AutomationML (right).

3 Results & Outlook

This study reveals pivotal outcomes of the AutomationML-Visual Components
interface, advancing MBSE capabilities. Successful initialization improves data
storage, exchange, and modular simulation, enhancing e�ciency and flexibility
in manufacturing processes and in education through simulation-based teaching.
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Extended Abstract 
Industrial robots have played an important role in reducing production costs and en-

hancing product quality since the 1960s [1]. The future evolution of industrial robotics 
necessitates a focus on the development of flexible production systems capable of 
adapting to changing environmental conditions with minimal effort [2,3]. Current re-
search, exemplified by references [4, 5, 6], is concentrated on the convergence of ro-
botics and artificial intelligence (AI) to empower robots to manipulate unfamiliar ob-
jects effectively. This involves equipping robots with cameras and AI systems to enable 
them to handle objects they have not encountered before. However, this specific chal-
lenge has received limited attention in existing literature, with some researchers con-
centrating solely on well-documented objects [7], while others opt for training AI mod-
els using data from simulation systems [8]. Nevertheless, the use of simulation systems 
presents inherent challenges, including associated costs, the need for complex initial 
programming, and limitations in real-world applications [9]. The efficient grasping and 
accurate positioning of unknown objects using AI-equipped robots in an industrial en-
vironment constitute the primary motivation for this study. 

A fundamental aspect of robot manipulation approaches, especially when dealing 
with unknown objects, is the choice of AI technology. As illustrated in the work by 
[10], three primary paradigms are employed: supervised learning (SL), unsupervised 
learning (UL), and reinforcement learning (RL). While the majority of studies lean to-
wards supervised learning [10, 11, 12], only two out of 28 analyzed approaches adopt 
an unsupervised learning approach. However, RL offers a fundamentally different per-
spective, treating the robot as an agent that perceives its environment and interacts with 
it through actions [13]. An agent encompasses sensors, such as cameras, for environ-
mental perception and actuators, like grippers, for influencing the environment [14]. 
Utilizing a mathematical function, often referred to as the reward function, the agent 
receives feedback about the actions it has executed [15]. 

This paper presents the development of a robot system for handling unknown objects 
based on RL, applied and tested in a prototypical industrial environment. The evalua-
tion reveals a success rate of 1.8% in the best-case scenario, quantifying the proportion 
of successful grasping attempts relative to the total number of attempts in the test run. 
During an exploration phase, where actions were selected randomly, the success rate 
was recorded at 1.3%. The overall quite low performance of the prototype is attributed 
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to the limited size of the training dataset. While comparable studies utilize datasets 
containing several hundred thousand to several million gripping attempts [7], our da-
taset comprises around 6,000 gripping attempts, with only 77 being successful. Despite 
these limitations, this research provides valuable insights into the gripping of unknown 
objects in industrial practice and delineates next steps for further research. 
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AR digital twin demonstrator for industrial
robotics education

Horst Orsolits1
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Abstract. The aim of this work is to make a contribution to investigate
new approaches for teaching robotics fundamentals using immersive
technologies. In this work an existing digital twin for a desktop robot was
extended with additional functions.
The performance was then evaluated by means of a pick-and-place appli-
cation and validated via a test series with an associated questionnaire.

Keywords: Augmented Reality · Digital Twin · Robotics Education.

1 Introduction

The annual World Robotics Report documents 553,052 installations of indus-
trial robots worldwide. This shows a growth rate in robotics of 5% since last year
[1]. To ensure that future generations can benefit optimally from the increased
robotic demand, intuitive educational programs are being defined. Accordingly,
our university enables research for a facilitated entry into robotics through the
self-developed Augmented reality Robot Number One (ARNO) platform [2].

2 Problem and task definition

Within the scope of this work, the combined system of desktop robotics and
AR will be further developed, and its potential to broaden the access to robotics
in an intuitive and easy-to-use way will be explored. The use-case resulting from
this, will be validated through a series of tests to assess the system’s utility the
answer the research question of this work:

– What impact does ARNO’s enhanced combination of desktop robotics and
augmented reality have on the initial contact in robotics education?

– How do ARNO’s extensions ease understanding robotics?

3 Materials and methods

Based on the task and research questions, industrial robotics, robot program-
ming, robot control, direct and inverse kinematics, as well as augmented reality
in robotics are considered core topics of this work. As this is an extension of an
existing system, the software and hardware components of ARNO are analysed
to record the starting conditions.

Eurocast 2024, February 25 - March 1, Las Palmas de Gran Canaria Extended Abstracts

135



4 Practical implementation

To benefit form an intuitive and easy-to-use AR-robot-system two main
features are added within this work. Firstly the discussed no-code virtual path
planning and secondly, to achieve this, the discussed extension of the robotic
control in form of inverse kinematics, to obtain the needed joint angles from the
Cartesian user input for the final path execution.

5 Results

To assess the system’s utility for entry into robotics and education, 15 indi-
viduals participated in the described test series, concluding with questionnaire
responses. For all participants it was necessary to have successfully finished the
robotics fundamentals course at our university to be able to identify potential
benefits or drawbacks of the ARNO system. Overall, the combination of desktop
robotics and augmented reality gathered positive feedback.

Fig. 1. results of ARNO as entry-level system.
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Accelerating Manual Pick-and-Place Operations

with AR-Projected CAD Plans and AI-Assisted
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Raphael Seliger, Matthias Micheler, Sebnem Gül-Ficici, and Ulrich Göhner
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Abstract. The manual assignment of objects to printed CAD plans by
human operators is a labor-intensive and time-consuming task in man-
ufacturing. Here, we present a system leveraging cutting-edge technolo-
gies to improve the e�ciency of manual pick-and-place operations. Our
system projects CAD plans onto a worktable, using deep learning and
computer vision to identify objects based on their CAD representation.
AR technology is then used to visualize the objects’ precise position-
ing in these projected plans, enabling the human operator to interact
seamlessly with them.

Keywords: Deep Learning · Computer Vision · Optical Character Recog-
nition · Contour Matching · Instance Segmentation · Augmented Reality

1 Introduction and Motivation

Artificial intelligence (AI) has an increasing impact on today’s workforce and is
likely to permanently change the way we work. It holds the potential to even au-
tomate areas that have remained largely untouched by digitalization during the
ongoing fourth industrial revolution [1]. One such practical industrial scenario
is the manual assignment of objects in pick-and-place operations to their cor-
rect positioning in printed computer-aided design (CAD) plans. For this process,
operators are required to visually identify the part number on an object to man-
ually locate and assign it in the corresponding plan. However, this procedure is
labor-intensive, prone to human error, and time-consuming. In the present work,
we suggest a novel system to improve these manual pick-and-place operations
without changing other manufacturing processes of the same chain.

2 Project Objectives

The primary focus of our work lies on the object recognition system, which
consists of two key components to enable unique part identification. Firstly, it
involves segmenting the contours of objects with simple geometric shapes using
a deep learning system, which is then compared against stored contours within
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a graph database. We chose the U-Net architecture [2] for segmentation due to
its superior accuracy and speed when compared to other approaches for this
specific use case. Secondly, an optical character recognition (OCR) system is
employed to extract handwritten part numbers, which are also cross-referenced
within the database. For this purpose, a you only look once (YOLO) model is
used as the text detector [3], and a convolutional neural network (CNN) was
trained with the MNIST dataset and expanded using additional training images
showing handwritten digits on actual objects. Based on these two results, the
object can be identified. Then, the system visualizes the object’s positioning in
the projected plan for the operator. The foundation for filling the graph database
is done by extracting data from the associated CAD files.

Our projection system is designed to precisely scale and display CAD plans
on the worktable. The worktable is also fully adjustable in height to account for
di↵erent human operators. A linear unit is programmed to move the projector
along with the adjusting table height. For this reason, the system requires ro-
bust calibration of the projector using a camera and planar patterns mounted
physically and projected digitally onto the table. According to these patterns,
the radial lens distortion is modeled [4].

3 Expected Project Outcomes

The anticipated outcome of this work is a modular software capable of automat-
ing the described tasks. This represents the first functional step towards a fully
automated robotic system to replace manual pick-and-place operations. Further
research should explore ways to enhance e�ciency and usability within the sys-
tem. For example, the functionality of the calibration camera could be expanded
to include the recognition of already placed components. This could lead to a
more streamlined pick-and-place process by tracking the work process and calcu-
lating data-driven optimizations. Additionally, developing an AI-based system
for labeling the PDF or CAD plans could simplify the process of integrating
new plans into the system, making the workflow more agile and adaptable in
production.
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Management in systemic terms means to cope with complexity. Ross Ashby’s Law of Requi-
site Variety shows the way, - maintaining the varieties of interacting systems in balance. To 
denote that process, we use the cybernetic concept of « Variety Engineering », which we also 
formalize.  It refers to processes of mutual complexity amplification and attenuation by inter-
acting agents.  The purpose of this contribution is to elicit ways of coping with complexity by 
means of variety engineering. The abstract concepts are illustrated by examples from ecologi-
cal, social and economic contexts. The cases in point will be used to demonstrate how com-
plexity can be managed, in order to foster sustainability in these three dimensions. 

Our research questions are: 

1. What is Variety Engineering?

2. Why do we need it?

3. How does it work?

In cybernetic terms, dealing with complexity hinges on Ross Ashby’s Law of Requisite Vari-
ety: «Only variety can absorb variety». In other words, to maintain a system under control, the 
control system needs a variety that is (at least) equivalent to the variety of the system con-
trolled. Variety is a technical term for complexity, which stands for the property of a system to 
adopt many different states or behaviors. Variety then denotes the (potential or actual) set of 
states or modes of behavior of a system. A synonym for variety is repertoire of behaviors. 

Ashby noticed that the variety of a system is not an intrinsic property of that system. “The ob-
server and his powers of discrimination may have to be specified if the variety is to be well de-
fined” (Ashby 1956:125). In the context of the management of complexity, different distinc-
tions can apprehend variety, e.g.: 

- as a set of components or elements of the system or its environment: Vc

- as a set of states of the system or its environment: Vs

- as a set of modes of behavior of its environment: Vb

- as a set of perturbations coming from the environment: Vp

- as a set of actions or responses of the systems: Vr

In an earlier treatise, variety engineering is conceived as “managing the complexity of a situa-
tion”, in terms of the mutual adjustment of Vp and Vr (Espejo and Reyes, 2011:50f.). We revert 
to the more abstract concepts of VE and VH – eigen-variety and hetero-variety. Any one of the 
distinctions listed above can be used, if a given situation of variety engineering is analyzed. 
Two examples: 

1. VEc / VHc, i.e. eigen- and hetero-variety, each of a set components.

2. VEb / VHb, i.e. eigen- and hetero-variety, each of a set of (modes of) behaviors.

We are going to use these two variants in the following cases. A characteristic of these sets is 
that their properties can be represented by quantitative data (Ibidem). 
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Any agent – individual or collective – confronts complexities that are superior to what he or 
she can attend fully with their variety, i.e., their capacity of absorbing complexity. Variety en-
gineering is the general strategy to offset this deficit. 

Figure 1: Levers of variety engineering –attenuation and amplification 

 «Variety Engineering» is a term coined by Stafford Beer (1979:39). It stands for the combina-
tion of amplification and attenuation of variety used to bring a system of interactions into bal-
ance. Amplification and attenuation are the actions or strategies by which the hetero- or eigen-
varieties of a set or agent are changed, according to a quantitative measurement scale. 

The primary modes of variety engineering consist in attenuating hetero-variety (also: external 
variety) and enhancing eigen-variety (also: internal variety), see Figure 1. Let us take, as two 
interacting agents, a complex market and a company. In this example, the company has two 
options: 

a) To attenuate the complexity / variety of the market, e.g., by modeling, structuring or
segmenting it, inventing new ways of clustering market objects, targeting its own ac-
tivity to parts of that market only (e.g., segments of the market), or reframing the sys-
tem-in-focus.

b) To amplify its own variety / complexity, e.g., by enhancing its market intelligence,
adopting better information systems, increasing the sales force, strengthening its capa-
bilities, etc. Also here, reframing is the most powerful device of variety engineering.

Both approaches, attenuation and amplification can be a blessing: they can lead to an equilib-
rium of varieties between competing or conflicting agents. At the same time, any one of these 
strategies can also lead to failure, if it provokes a crass imbalance. 

Four cases on variety engineering will be presented, to illustrate how it works and how it can 
be used in practice to promote the sustainability of the economy and society. The first case is 
about ecological sustainability. It is followed by one case on each, social and economic sus-
tainability, and finally a case in which the partial perspectives are integrated. Finally, the topic 
of residual variety is raised, and conclusions are drawn. 
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The purpose of this contribution is to further inform the discussion of new, dig-
ital technology-based business models in the fashion industry. The new digital 
technology we refer to is the Digital Textile Microfactory, a digitally networked 
end-to-end process from bodyscan to product. This new technology is said to 
be a potential game changer in the industry [1], using digitalization to improve 
both individualization and sustainability. However, this innovation and related 
new business models have not yet been much adopted by industry. We want to 
foster the discussion about new business models using this technology by 
providing insights from the perspective of systems archetypes in order to ex-
plore related risk and success mechanisms in advance. 

Digital solutions for value creation networks and production using intelligent 
networking [2], taking into account the possibilities of flexible production, 
adaptable processes, customer-centric solutions, optimised logistics, use of data 
for new services and resource-saving circular economy that have proven to be 
beneficial to other industries can also be applied to the TCI [3].  

Fully integrated small-scale production units bear a vast potential for use in 
different business models. They are suited also for urban production that, com-
pared to conventional production in global supply chains, can be much faster 
with less environmental impact [4]. Among these new digital technologies Mi-
crofactories have recently been subject to research and development [5]. For 
the TCI, this is related to the concept of Digital Textile Microfactory (DTMF). 

The basic principle of a DTMF is a digitally networked end-to-end digital de-
sign and production process for textile and clothing products. Such a Microfac-
tory can cover a complete value creating chain comprising all design and 
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production steps from the customer to the ready-made product. Compared to 
conventional processes, production in DTMFs can be more sustainable [6].  

In spite of the potential benefits, the industry is still reluctant to adopt DTMFs, 
due to perceived uncertainty regarding new business models. To reduce uncer-
tainty, System Dynamics can be applied in two ways: with case-specific con-
crete modeling and simulation [7] or, in a first step, with qualitative causal loop 
diagrams (CLDs) that are based on system archetypes as a starting point [8].  

In this contribution, we apply CLDs of system archetypes to the topic of 
DTMF-based business models. We describe different business models for 
DTMFs in the fashion industry and apply system archetypes in order to offer a 
wider systems perspective on potential dynamics and adversal effects.  
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Abstract. The concept of organizational viability is highly topical in today's turbulent econ-
omy. We would like to revitalize the scientific discourse on this concept on the basis of three 
dimensions of contingency that we observe time and again in the management practice of via-

ble organizations. We outline challenges and design approaches for positioning in these dimen-
sions of contingency. Our work is based on theoretical research and practical case studies. 

Keywords: viable organization, contingency dimensions, Management chal-
lenges and approaches. 

The current research gap on the concept of organizational viability  
. The concept of organizational viability has been known in cybernetics and systems 
theory for more than 40 years. In view of today's multidimensional challenges, viability 
is being updated. We see that organizations promote their viability by constantly bal-
ancing their position in three dimensions of contingency: Ambidexterity, coherence, 
adaptability. 

Although all three dimensions of contingency are addressed and treated in systems 
theory [1] and cybernetics [2] and also play an important role in Beer's Viable System 
Model [3], current management practices for their design are rarely discussed in the 
context of the viability concept [4]. We venture a current examination of the concept 
and address existing management challenges and approaches from a theoretical per-
spective and using case studies. 

Contingency dimension ambidexterity 
. Organizational ambidexterity describes the ability of an organization to realize op-

posing organizational activities, such as exploration and exploitation, in a balanced and 
appropriate manner at both the organizational and individual levels [1]. Three ap-
proaches have proven successful in management practice for this challenging combi-
nation [5]: exploration and explotation is realized in the individual work process, in 
specific departments or over time. Our case studies show that organizations change 
their type of ambidexterity over a period of several years: from structurally organized 
ambidexterity to contextually and then sequentially designed ambidexterity.  

Contingency dimension coherence 
. Coherence refers to the formation of a whole [6]. Organizations must find a balance 

between centralization and autonomy to ensure both flexibility and alignment [1].  
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From a systemic perspective, the fractal is a solution to break the impasse between 
hierarchy and autonomy. A fractal - i.e. a structure that manifests itself in both large 
and smaller units - can be created by management by making key strategic directions, 
management principles or process flows characteristic of all organizational units [7].  

Our case studies show companies that split their organization into two autonomous 
units as soon as they reach a certain size.  

Contingency dimension adaptability 
. Organisations must find a balance between change and stability to to enable both 

predictability and adaptability of plans and resources [8]. Three approaches at the indi-
vidual and organizational level have proven to be important prerequisites for recogniz-
ing and implementing adaptation: Solution-oriented risk management [9], trial and er-
ror as a basis for decision-making, combining different perspectives on challenges and 
adaptation needs [10]. Our case studies illustrate the possibilities of hypothesis-based, 
collaborative decision-making in strategy development.  

Conclusion 
. Our conceptual considerations and case studies show the potential contribution of 

the three contingency dimensions to a viable organization. In this way, we aim to make 
an initial contribution to the necessary continuous, explicit and discursive interpretation 
of systems and the corresponding design of a viable organization. 
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We address the challenge of poor public understanding of human-water interactions. Water is becoming 

increasingly scarce in a growing number of countries. But despite calls for improved associations between 

research and water management [1], the problem persisted and worsened, leading to propositions such as a new 

scientific discipline of socio-hydrology [2]. Scarcity is a relational phenomenon between demand and supply 

in the short- and mid-term. Most human activities require water, and growing demand for food, material goods 

and services increase, consequently, the water demand even more. Decreasing precipitations and increasing 

evapotranspiration due to rising temperatures diminish water supply in addition. The challenge of water scarcity 

involves producers and consumers, but also regulators, which implies politicians and voters. Changes to 

regulations, public and private policies, and the consumption/production patterns (partially influenced by 

regulations) presuppose political will, and therefore, the challenge must be sufficiently well understood by 

voters and decision-makers [3]. Yet, evidence suggests that the interaction between the water cycle and human 

activity is opaque for laypeople, and the ever-developing challenge of water scarcity is not well understood. 

Education and public information regarding the water cycle lacks the human elements and the interaction with 

them [4].  

Laypeople’s mental models of the dynamic relationships between human activities and the water cycle have a 

too narrow boundary and is static in nature. This connects to systems thinking flaws such as the “stock-and-

flow error” [5] or “misperception of feedback” [6], that may be amenable to the increasingly problematic 

relationship between human activity and water [7]. Students underestimate the importance of plants [8] and the 

invisible parts of the water cycle. They showed a linear and static understanding of the water dynamics: they 

tend to miss out on cycles and slow processes [9]. Wheeler [10] reported similar results in a study of teachers’ 

beliefs.  In addition, misconceptions have also been found in college students [11]; for instance, the concrete 

existence of groundwater is overlooked or oversimplified [12].  Specific instruments have been developed to 

make groundwater more perceptible to students [13]. The United Nations engaged in “making the invisible 

visible” [14]. Adding to the poor understanding of dynamics in the water system, some indirect relationships 

between human activity and the water cycle are mostly absent from public discussion; namely, the food 

consumption patterns.  

We argue that the inherent dynamic complexity of the systemic interactions between water and human activity 

is an important factor [15]. Based on literature on the water cycle and on the system dynamics methodology, 

we propose origins for these misrepresentations and misconceptions: 

PC 1: Groundwater is not accounted for because it is invisible. 

PC 2: The slowness of water infiltration towards groundwater is not accounted for. 

PC 3: In trade-offs between economic interest (short-term benefit) and water footprint (long-term problem), 

producers prioritize the short-term, possibly because they underestimate the water problem (possibly 

because of the previous misconceptions PC1 and PC2). 

PC 4: Consumers do not account for the water impact of their food consumption choices, possibly because 

the corresponding water footprint is not perceived, or its consequences underestimated (possibly because 

of the previous points). 

There is currently a lack of data concerning how laypeople understand the problem and how they decide when 

cast in the role of regulator, producer, or consumer. Since agriculture is the main human direct water user, we 

focus on the production and consumption of food. We have developed a conceptual model containing the 

relevant elements of the water cycle: surface water and groundwater with their respective flows of recharge and 

drain (precipitation, evapotranspiration, infiltration, runoff, groundwater pumping for irrigation and human 

withdrawals (for agriculture). The model also includes the social roles of producer, consumer, and regulator, 

Eurocast 2024, February 25 - March 1, Las Palmas de Gran Canaria Extended Abstracts

145



including products with unit margin and unit water consumption. It also allows for diverse scenarios of 

precipitation reduction.  

Currently we emphasize the producer, who can choose the production volume and set a pumping policy for 

irrigation. We have developed a system dynamics model running over 50 years, where the producer pursues 

profit maximization through sustainable production (with respect to water reserves). This allows to test PC 1 

and PC 2 based on the recorded decisions and simulated values in laboratory experiments, where participants 

are randomly assigned to a control group with constant precipitation or a treatment group with decreasing 

precipitations. For PC 1, the question is if the visibility of groundwater data affects the participants’ decisions. 

Referring to PC 2, the infiltration time into groundwater can be varied from 10 to 30 years. The model (structure 

and optimal decisions for the current version and scenarios) will be presented together with first data at the 

conference. 
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1 Challenges for IT Management 

The ongoing digitalization of the economy and society poses new challenges for IT 
management: (1) more and more applications and IT infrastructure are being trans-
formed into the public cloud, (2) the use of data analytics is becoming a success factor 
for companies, (3) IT security has become a central component of IT management and 
(4) artificial intelligence will enable new business models and applications. In addition
to these technical challenges, there are ecological requirements and demands to increase
diversity in teams.

Widespread IT management models, such as ITIL [1] or COBIT [2], must be further 
developed or replaced by new management models. There is little discussion of funda-
mental questions regarding the design of the management system. 

2 Aim of the Article and Structure 

The paper will be divided into two central parts: (1) a transcript of a conversation with 
a Chief Information Officer (CIO) of one of the biggest insurance companies in the 
world and (2) an analysis of the conversation with the aim of working out which ele-
ments of systems thinking should be part of future IT management models and what 
benefits will arise from it. The CIO with whom the conversation will be conducted and 
who is coauthor of this paper is one of the few IT managers who has implemented 
concepts and methods of systems thinking in IT Management. 

3 Key Points of Discussion in the Interview and Analysis 

In the preparatory work for this article, various starting points have emerged that speak 
in favor of a stronger systemic orientation of future IT management. For example, 
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holistic, circular, and loop-oriented thinking and procedures, as called for by Ulrich [3, 
4], cybernetic governance, as developed by Bleicher [5], and direct environmental con-
tacts of IT managers, as contained in Beer's model [6, 7], were mentioned in preliminary 
discussions for this article as important design components of future IT management 
models. In addition, there is the human-centeredness of systemic thinking, which Ulrich 
already referred to in his definition of the company as a productive social system [3]. 

Against this backdrop, the following questions are the focus of the discussion with 
the already mentioned former Group CIO of a large insurance company: (1) What chal-
lenges does the CIO of a large insurance company face because of digitalization, new 
developments in information and communication technology, regulatory IT compliance 
and cyber risks? (2) Which concepts and methods of systemic thinking and acting can 
contribute to overcoming the challenges? (3) Which concepts and methods of systems 
thinking have been implemented within an insurance company to ensure an effective 
and efficient operational compliant and secure IT management (e.g. the most important 
systems thinking principle: everybody knows, that everybody knows, that everybody is 
knowing)? (4) What does holistic thinking mean when it comes to meeting ecological 
requirements and increasing diversity? (5) What does systemic thinking mean when 
dealing with employees? (6) What benefits could arise for companies and their IT man-
agement from the increased application of systemic thinking? 

4 Limitations and Need for Future Research 

The authors are aware of the limitations of their contribution and the unusual structure. 
Similar to a single case study, it is a conversation with one CIO that serves as a basis. 
Against this background, this article is able to demonstrate the fundamental usefulness 
of increased systemic thinking in IT management and thus make a significant contribu-
tion to the further development of IT management and provide a powerful impetus for 
future research. 
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Abstract. The article discusses the development of a prototype of a digital twin, 
consisting of an initial cybernetical simulation model and a dashboard, to forecast 
cardiovascular risk based on an individual's lifestyle and dietary habits. The aim 
is to provide information on how lifestyle modifications can reduce cardiovascu-
lar risk.  

Keywords: Digital Twin, Simulation Methodology, Cardiovascular Risk. 

1 Introduction and Literature  

As time passes, human lifestyles undergo changes, leading to increased sedentary be-
havior and decreased physical activity. This, along with the consumption of energy-
dense foods, has resulted in a rise in obesity rates and associated health issues, such as 
diabetes, heart disease, and stroke. Unhealthy lifestyles, combined with inadequate nu-
trition and other factors, contribute significantly to the development of noncommuni-
cable diseases (NDCs), which are commonly linked to unhealthy behavior. The four 
main types of noncommunicable diseases are cardiovascular diseases, cancers, diabe-
tes, and chronic respiratory diseases. Cardiovascular disease (CVD) is the leading cause 
of death globally, accounting for a staggering 18.6 million fatalities, with ischemic 
heart disease being the primary contributor, responsible for 9.44 million deaths. Is-
chemic stroke was the second-highest cause of death within the CVD category. 

The INTERHEART [2] study conducted in 2004 was a global investigation of heart 
attacks that included 15, 152 cases and 14,820 controls in 52 countries. The study ana-
lyzed the impact of nine risk factors on the occurrence of myocardial infarctions and 
found that these factors accounted for 90% of the population attributable risk in men 
and 94% in women. PAR is a measure of the incidence that would be eliminated if 
exposure to the disease was eliminated. A 2020 study focused on the prevalence of 
cardiovascular disease in relation to behavioral and metabolic factors, as well as socio-
economic and psychosocial factors, in 21 communities over a period of 9.5 years. The 
study also examined the impact of factors such as solid fuel use for cooking and ambient 
matter pollution on health outcomes. 

Wang et al. [3] investigated 193,846 individuals across 20 Chinese regions between 
2011 and 2012, revealing that obesity was a surprising risk factor for cardiovascular 
disease. Hypertension, chronic kidney disease, diabetes, physical inactivity, depression, 
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poor diet, low education, smoking, and inadequate sleep duration were also identified 
as significant risk factors. 

We identified current applications and simulation models for human digital twins 
(HDT) that perform well in calculating cardiovascular risk. However, precision medi-
cine aims to not only calculate risk, but also simulate lifestyle interventions with HDT. 
Sanchez et al. [1] study suggests that a model that considers causality is necessary for 
achieving the goal of precision medicine. Currently, there is no such solution in the 
market.  

2 Contribution 

 The development of models that incorporate personalized medicine, lifestyle adjust-
ments, and environmental factors to calculate cardiovascular risk is crucial. By doing 
so, the global burden of CVD can be reduced through the application of HDT. Our team 
undertook this endeavor and modeled the physiological aspects of the matter, which 
served as the basis for the development. To calculate cardiovascular risk, we chose the 
Framingham risk calculation with the non-laboratory formula, which, together with 
body-mass-index (BMI), is the top indicator. The formula includes six variables, with 
a focus on modeling the BMI due to the influence of lifestyle through diet and exercise. 
Existing models are already able to simulate body weight in a relatively valid way, but 
they are oversimplistic in terms of real-time inclusion of decision data other than the 
initial weight and the calorie reduction. For a classic cardiovascular disease case, we 
examined three policies: complete lifestyle change, calorie restriction, and increasing 
physical activity without changing diet. The results showed that the most effective pol-
icy was the complete lifestyle change, followed by calorie restriction, and then increas-
ing physical activity without changing diet. The study also showed that diet was the 
second most impactful factor, followed by exercise. 
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Introduction In an era characterized by rapid technological advancements and
increasingly complex socio-technical systems, especially regarding Artificial In-
telligence (AI) based E-Commerce Optimization, the demand for a comprehen-
sive method to resolve problems, which could result from the lack of trust in
AI-Software-Systems, has never been more significant.

Systems thinking offers a robust framework for understanding the intricate
relationships between various components of a system, making it particularly
relevant in today’s digital and AI-based software landscape. Concurrently, the
E-Commerce sector is undergoing a transformation, driven by advancements in
AI and data analytics grounded in legal changes regarding the General Data
Protection Regulation (GDPR) and the upcoming EU AI Act [2].

We explore the synergies between AI-based E-Commerce and Systems Think-
ing by introducing the AI-DATA model, a human-centered Customer Journey
Optimization approach in the context of E-Commerce marketing strategy based
on Trustworthy AI. AI-DATA is a phase model consisting of Awareness, Inter-
est, Desire, Action, Trust and Again, and is an extension of the AIDA model [4],
which also considers the customer path to contain activities after a transaction
has finished, and a cycle of repeat customers.

Methodological Framework We use the AI-DATA model in a multi-faceted method-
ology that combines process mining techniques with Large Language Models
(LLMs) to capture, analyze, and optimize various phases of the Onsite Customer
Journey within Website Analytics. The model uses First Party Data Tracking to
gather strategic tracking events, offering a granular view of customer interactions
from pre-sales to after-sales. This approach is inherently multidisciplinary, inte-
grating elements from system thinking, data science and behavioral marketing
to create a comprehensive framework [3].

We propose an optimal happy path guiding users towards a streamlined and
satisfying experience identified via Process mining [5]. We also identify moments
of truth which causes a user to enter the next phase in the AI-DATA model, and
decision points at which user churn happens. At these points, marketing actions
can be taken to move the user to the next phase of the model or reduce churn.
The effective arrangement of content by each Journey Phase of the AI-DATA-
Model, enabled by this approach, potentially shortens the Customer Journey

Eurocast 2024, February 25 - March 1, Las Palmas de Gran Canaria Extended Abstracts

151



and provides customers with precisely the information they need at the moment
when they need it. This strategy of timely relevant content placement carries
immense potential to sway the customer’s decision to continue their journey.
The AI-DATA model, characterized by its human-centric design and integration
of online marketing consulting insights, tackles the challenges of personaliza-
tion in E-Commerce marketing strategy creation. Importantly, it acknowledges
and addresses specific cognitive biases, considering critical human factors that
frequently influence customer behavior and decision-making processes.

Furthermore, the AI-DATA model integrates techniques from behavioral eco-
nomics to gain a deeper understanding of the customer journey. By analyzing
behavioral patterns and cognitive biases, the model can provide accurate insights
into customer decision-making processes [1]. This allows businesses to effectively
tailor their marketing strategies and create personalized offers based on the spe-
cific needs and preferences of their customers.

Conclusion and Future Directions We present the AI-DATA model and method-
ology which offers a structured AI-based approach to enhancing customer en-
gagement and conversion rates in E-Commerce mixed with process mining to
optimize websites. It identifies moments of truth, decision points and a happy
path in customer journeys, thereby enabling businesses to place timely and rel-
evant content effectively. Moreover, the model’s focus on cognitive biases and
human factors makes a significant contribution to the development of Trustwor-
thy Marketing AI.

In a case study, the AI-DATA model will be implemented at an Online Shop
for Health Supplements, a large e-commerce company in the dietary supplements
sector. Through the implementation of the model, it is our aim to enable com-
panies to increase their conversion rates. Via a socio-technical feedback loop, we
enable the adaptation of website content aligned with the specific interests of
the website users.
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Introduction This paper targets the detection of misinformation in GPT3[4]

generated texts and the FEVER[7] dataset, using Large Language Models (LLM)

and Google search. Given the uncertainty associated with LLM-produced text,

a requisite arises for a fact-checking system geared towards non-human-written

content under varied contexts. In general, there are two different approaches to

perform fact checking: manual checking, favored by entities like politifact[3], and

automated or semi-automated checking, like ProoFVer[5]. Our research delves

into fully automated checking of LLM-produced texts.

Background Large Language Models (LLMs) like GPT3, BLOOM, and PaLM,

trained on diverse data, are especially well suited for unsupervised learning

tasks [6]. These LLMs primarily utilize attention-based transformers[8], allow-

ing for global interdependencies between inputs and outputs. They perform tasks

through few-shot-learning (with some examples), one-shot-learning (with one ex-

ample), or zero-shot-learning (without examples)[4]. Some LLMs, such as Chat-

GPT[1], make use of human feedback. The LangChain tool, which incorporates

GPT3 with Google search, employs a technique called ReAct to blend internal

(LLM) and external (Wikipedia, Search Results, etc.) knowledge. ReAct (syn-

ergizing reasoning and acting) evolves upon existing chain-of-thought methods

through a focus on reasoned action[9].

Methods Our fact checking approach is done in two parts. During the first part,

claims made in the text are extracted. In the second part, these claims are veri-

fied. Besides claims in the text, we decided to also check abbreviations contained

in the text. This is done because multiple terms match the same abbreviation,

often misleading a language model. We developed prompts to perform both, the

extraction and the validation of claims and abbreviations in texts. We created a

text validation pipeline that combined our methods and outputs a truthfulness

score for a given text.

Results We tested the whole pipeline using LLM-generated texts and reached

an accuracy of 0.79. In order to compare our work with other fact-checking ap-

proaches, we also tested the validation part of our method with the FEVER
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dataset, which already contains extracted claims. The dataset also contains evi-

dences that can be used to evaluate the claims, which we didn’t use because we

wanted a method that works without prior evidence collection. We were able to

reach an accuracy of 0.78 on the FEVER data. According to the Fact Verifica-

tion on FEVER leaderboard [2] the highest accuracy on FEVER data is achieved

by ProoFVer [5] with an accuracy of 0.79. Our accuracy, with 0.78, is slightly

lower, but it should be considered that our method is not using any evidences

contained in the dataset.

Conclusion and Outlook We present a fact checking method by extracting claims

and abbreviations and verifying them individually from texts generated by LLMs.

Our method is shown to work with 0.78 accuracy on LLM generated texts, and

with 0.78 accuracy on the FEVER dataset. Our method does not require any

kind of preprocessing, and can work well in any context where the right answer

can be found via web search. This is an improvement from existing compara-

ble methods, where the correct information has to be stored in a knowledge

graph or on Wikipedia. Unfortunately, our method is prone to fake news and

misinformation information found on the internet.

In the future, we would like to create tests that check how our method reacts

to misinformation contained in web search results and develop methods against

such cases.
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E�cient bed management is very important for hospitals. Current bed plan-
ning software primarily allows to identify free and occupied beds, but does not
include any prediction of future bed occupancies. In this study, our aim is to
identify models that predict the postoperative length of stay of patients.

Since 2015, FH Upper Austria and Oberösterreichische Gesundheitsholding
(OÖG) have joined forces and develop the platform LeiVMed for the moni-
toring and analysis of data of treatments of patients. In the current research
context, our main goal is to identify models that are able to predict the length
of stay of patients [1] after surgery for improved bed and resource planning us-
ing machine learning (ML). Our data base consists of more than 91,000 surgical
procedures storing information about performed services and treatments of 27
di↵erent medical case classes (extracapsular cataract extraction, appendectomy,
caesarean section, etc.).

In general, machine learning is understood as that branch of computer science
that is dedicated to the development of methods for learning knowledge and
models from given data. In supervised machine learning the modeling algorithm
is given a set of samples with input features as well as target / output values -
i.e., the data are “labeled”. The goal then is to find a model (or a set of models)
that is (are) able to map the input values to the designated target variable(s).

In this research we analyze the use of several di↵erent ML methods; white
box modeling (which produces models whose structure is not hidden, but can
be analyzed in detail) is used as well as black box ML techniques (methods that
produce models which are functions of the inputs and produce outputs, where
the internal functioning of the model is either hidden or too complicated to be
analyzed). For white box modeling we use symbolic regression, a method for
inducing mathematical expressions on data. The key feature of this technique is
that the object of search is a symbolic description of a model, whose structure

The work described in this paper was supported by LeiVMed, a joint research project
of FH OÖ and OÖG.
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is not pre-defined. This is in sharp contrast with other methods of nonlinear
regression, where a specific model is assumed and the parameters / coe�cients
are optimized during the training process. Using a set of basic functions we
apply genetic programming (GP, [2]) as search technique that evolves symbolic
regression models as combinations of basic functions through an evolutionary
process. Multi-criterial optimization can be used to guide the search process
towards compacter, more concise models. We compare the so achieved results
(especially accuracies and variable impact analyses) with those achieved using
the following black-box modeling methods: Artificial neural networks (ANNs)
are networks of simple processing elements, which are called neurons and are in
most cases structured in layers. ANNs have been used in computer science for
several decades, in recent years they have gained popularity massively due to
the development of deep learning algorithms [3]. Random forests are ensembles
of decision trees, each created on a set of randomly chosen samples and features
from the available training data basis. The most frequently used algorithm for
inducing random forests combines bagging and random feature selection [4].
These methods have in common that a basic model structure is assumed and then
parameters are optimized during the training phase. Additionally, the structure
of the model does not give information about the structure of the analyzed
system; the models are used as so-called black box models.

We used data taken from over 91,000 pre- and postoperative routine records
from hospital databases that were classified into eight di↵erent classes based on
length of stay: 1d (day), 2d, 3d, 4d, 5d, 6d, 1 week to 1 month, and >1 month.
Prediction models were generated using the above mentioned ML algorithms;
input features include demographic information such as age, sex, and size, risk
factors such as smoking or diabetes, and information about the stay (surgery,
number of services, etc.), using either only the data up to the day of surgery or
additional postoperative data from one to seven days after surgery.

The results show that the prediction of the length of stay works better in
the early phases than a few days after the operation. The decisive factor here
is the increasing variance in the number of services as well as the continuously
shrinking amount of data available for modeling. The models of case categories
with a high proportion of acute cases (e.g., appendix) can still be expanded, but
these results show the feasibility of predicting the length of stay after surgery.
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Suicide is a public health problem since worldwide more than 800,000 suicides

are estimated to occur every year, one every 40 seconds, figures of epidemic

proportions [4]. Such is the scale of the problem that specialists tasked with

answering questions related to it are overwhelmed and overburdened. Moreover,

much of the information that can be found about suicide on the Internet could

be more harmful than helpful. These problems could be tackled by means of

automatic Question-Answering (Q&A) systems [3]; however, it is necessary to

have trustworthy corpora that help to validate, train, and guide the construction

of such systems [2]. Since, up to the best of the authors knowledge, there is not

a Spanish Q&A corpus for suicide information, the aim of this work is to create

such a corpora for suicide information. In particular, we have considered three

levels of quality [1]: bronze-standard, when the entire data has been generated

automatically and has little processing; silver-standard, when starting from a

bronze corpora, a processing stage is applied to refine the data followed by an

annotation and validation stage conducted by experts; and, gold-standard, when
the corpus has been manually generated and validated by experts.

The starting point to obtain the corpora is a set of trustworthy Spanish

documents provided by suicide experts (in our case, it is composed of a to-

tal of 151 documents). Then, a bronze-standard Q&A corpora was built using

three large language models, two in Spanish (bertin-gpt-j-6B-alpaca and Llama-

2-7b-ft-instruct-es) and one in English (t5-base-squad-qag), all of them freely

available at Hugging Face platform. We split the documents into chunks, and

for each chunk, we asked the language models to generate a Q&A pair. Using

this procedure, a total of 22,920 Q&A pairs were obtained, but many generated

questions were incomplete, repeated or contained essentially the same informa-

tion among them. Therefore, some filters were applied to increase the quality of

? This work was partially supported by Grant PID2020-115225RB-I00 funded by
MCIN/AEI/ 10.13039/501100011033, and by funds for the 2023 strategies of the
Spanish Ministry of Health, which were approved in the CISNS on June 23, 2023,
to support the implementation of the Mental Health Action Plan.
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the generated corpus. A first filter was basic data processing operations, such

as the elimination of empty, duplicated or incomplete pairs. Then, we trained a

deep learning classification model (named bertin-roberta-base-spanish-spanish-

suicide-intent, again freely available at Hugging Face) using a suicidal behaviour

dataset to determine whether a question-answer pair contains information about

suicide. This model allowed us to filter out not suicide related pairs. Finally, we

removed the pairs that were semantically similar by using an embedding and

the cosine distance. After all these steps, we obtained the final version of our

bronze-standard corpora, leaving us with 4,901 Q&A pairs.

From that bronze corpora, a manual filtering was conducted by non-experts

to eliminate Q&A uninteresting pairs; i.e., they talked about suicide but seemed

not to be useful or were too ambiguous. This left 484 pairs to be evaluated by

experts. In order to perform such an evaluation, a web application was developed

for the validation of the corpus by a group of psychologists and psychiatrists,

allowing them to update or remove the pairs that did not pass their filter; thus

obtaining the silver-standard corpus with 380 Q&A pairs.

In order to evaluate the models performance to generate interesting Q&A

pairs, we describe the number of pairs obtained by each model in each step of

the process. As a starting point, 7,806 were generated from Bertin, 4,558 from

Llama-2, and 10,557 from t5-base-squad. After automatic filters, the number

of pairs were reduced to 760 from Bertin, 1,166 from Llama-2, and 2,977 from

t5-base-squad. After manual filtering by a non-expert, we had 337 from Bertin,

55 from Llama-2, and 92 from t5-base-squad. Finally, the silver corpus had 272

from Bertin, 45 from Llama-2, and 63 from t5-base-squad. We can observe that

the Bertin model had the best performance.

In addition, a gold-standard corpus directly extracted from the FAQs sec-

tions contained in some of the documents provided by experts (i.e. they are not

automatically generated) has been also provided. This dataset consists of 118

Q&A items.

The built Q&A corpus and models described previously are freely available

at https://huggingface.co/PrevenIA. These corpus are the first step towards

the validation, training, and construction of automatic Q&A systems that pro-

vide information about suicide.
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Abstract. In this study, we integrate ML algorithms to enhance the
new mouth-controlled computer mouse IntegraMouse Air. This device is
designed to empower paraplegics, facilitating self-directed digital work,
study and communication. Our approach incorporates a ML-based res-
piratory training component, utilizing both unsupervised and supervised
learning methods. We seek to o↵er patients a personalized training expe-
rience, providing guidance and tailored suggestions for optimal training
levels, based on measurements, meta-data and training history.

Keywords: Paraplegia · ML-assisted respiratory muscle training

1 Introduction

In 2019, there were 0.9 million incident and 20.6 million prevalent cases of spinal
cord injury [1]. A serious issue for those a↵ected is compromised respiratory mus-
cle function, often leading to complications such as pneumonia, the primary cause
of death in patients with complete paraplegia [2]. LIFEtool Solutions GmbH [3]
is an organization focused on self-driven life for people with disabilities. They
developed the mouth-controlled computer mouse IntegraMouse, which enables
paraplegics to operate a computer autonomously. However, there is a pressing
need to improve the mouse with respiratory muscle training capabilities, as ex-
isting respiratory training devices like the Aerofit [4] require caregiver assistance.

2 Methodology

Data has been collected with a prototype of the new IntegraMouse AIR, which is
equipped with ten holes of di↵erent size, controlling the pressure resistance and
therefore training intensity while breathing. Initially, a dataset composed of 40
healthy individuals and 3 paraplegic patients was acquired. Each participant un-
derwent two test series: one involving sequential breathing exercises at each hole

? This work has been supported by the project ‘IntegraMouse AIR’ (FFG Project No.
891253) as well as by BMK, BMAW, and the State of Upper Austria in the frame
of the SCCH competence center INTEGRATE (FFG grant no. 892418) as part of
the FFG COMET Competence Centers for Excellent Technologies Program.
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and one more extended session with the user selecting the hole size, simulating a
real-world breathing training sequence. For each participant the breathing pres-
sure time-series were acquired as well as meta-data (sex, age, fitness level, etc.),
blood pressure, maximum inspiratory pressure (PImax) [5] and Borg values (rat-
ing scale for subjectively perceived exhaustion) [6]. The left plot in Fig. 1 shows
the pressure curves for one participant in the sequential setting. To establish
the optimal hole size (OHS) we will combine cluster analysis and expert medical
input to define ground truth labels that will subsequently be used to develop
supervised ML approaches, like simple neural networks, XGBoost, and Random
Forests. We then predict the OHS for a specific person based on a subset of data,
e.g. meta-data and one PIMax measurement with corresponding Borg value. The
right plot of Fig. 1 shows input features extracted for one participant.

Fig. 1: (left) Pressure curves for one participant in the sequential setting with
associated peak values (red crosses); (right) Blue: avg. peak pressure for 10
sequential holes; Orange: PImax at the beginning, middle, and end of the session;
Green: avg. peak pressure at the selected hole; Purple: Borg values (right axis).

3 Discussion and Outlook

In the future we will incorporate additional features for prediction, such as opti-
mal training duration and ideal number of repetitions. Furthermore, we aim to
integrate patients’ training history into our model, enabling continuous feedback
during the training process.
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Parra1, J. Manuel Velasco1, José J. Zamorano-León5, and Oscar Garnica1

1 Faculty of Informatics; Universidad Complutense Madrid, Spain
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Obesity is an excessive accumulation of body fat that presents a health risk.
A widely used measure to define obesity is the Body Mass Index (BMI), which
is calculated by dividing the weight of a person in kilograms by the square of
their height in meters (kg/m2). A person is considered overweight if their BMI
is higher than 25 and obese if their BMI exceeds 30. Obesity is considered a
condition influenced by genetic, environmental, and behavioral factors, and it
is associated with numerous health risks, including diabetes, heart disease, and
certain types of cancer.

Modeling the risk of being overweight or obese is crucial at the individual
and public health levels. With good prediction models, individuals at risk can
be identified to prepare early intervention actions to prevent the development of
obesity. Medical sta↵ could propose habits and changes in diet, physical activity,
and behavior to avoid obesity and its complications. Moreover, predicting the risk
of being overweight can improve individual health outcomes, reduce healthcare
costs, and inform e↵ective public health strategies [1].

From January 2018 to June 2022, the GenObIA (Genetic and Environmen-
tal Obesogenic Factors Interaction for Artificial Intelligence Algorithms Devel-
opment) project, an ambitious research initiative focused on combating obesity
through advanced technology and genetics, collected an extensive dataset that
combines sociodemographic, environmental, behavioral, and genetic data. The
project aims to develop comprehensive strategies to predict, prevent, and man-
age obesity and its associated health complications, with particular interest in
diabetes. The GenObIA consortium includes ten research groups from public
hospitals and universities in Madrid and primary care teams from various areas
of Madrid. The associated groups include the Consorcio Regional de Transportes
de Madrid, the General Directorate of Youth and Sports of the Community of
Madrid, the Spanish Paralympic Committee, and other organizations.

This paper aims to create predictive models, using artificial intelligence, to
identify individuals at risk of developing overweight or obesity. The models will

Work supported by The Spanish Ministerio de Innovación Ciencia y Universidad
-grants PID2021-125549OB-I00, PDC2022-133429-I00 and RTI2018-095180-B-I00,
and Comunidad de Madrid-FEDER Funds (GenObIA-CM) S2017/BMD-3773.
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use the sociodemographic, environmental, behavioral data of individuals and
genetic analysis. In this sense, we aim to reveal how individual genetic fea-
tures influence factors like food metabolism and the benefits of specific physical
exercises. This genetic analysis is expected to provide a more comprehensive
understanding of obesity and its related health risks.

In order to achieve the aforementioned goals, several machine learning (ML)
methods will be utilized. These methods include interpretable ML models, like
symbolic regression, as well as closed-box ML models, like artificial neural net-
works (ANNs). The results generated with di↵erent ML methods are evaluated
based on the model accuracy and the explainability/interpretability of the re-
sulting models.

Interpretable models, also called glass box models, are ML models whose
structure can be interpreted and understood by humans and therefore the results
generated with such models are explainable. As representatives of this group of
models, symbolic regression by genetic programming (GP, [2]) is used in this
research. Symbolic regression aims to find a symbolic description of a model
by using GP to find suited combinations of operations, variables and constants
through an evolutionary process.

As representatives for closed box models, ANNs will be used. ANNs are net-
works constisting of neurons, which represent simple processing units. These
neurons are typically organized, especially in deep learning [3]. The structure of
such models can not be interpreted by humans, and therefore posthoc explain-
ability methods like SHAP [4] and LIME [5] are used in order to explain the
results generated by such models.

In addition to comparing glass box and closed box models, clustering anal-
ysis [6] is conducted based on di↵erent features, such as lifestyle factors and
health parameters; we will analyze the variance of obesity levels in the resulting
clusters.

With the comparison of glass box and closed box models combined with an
clustering analysis, health parameters and SNPs, that significantly contribute to
obesity can be identified.
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Introduction: In addressing congenital malformations, managing chronic

diseases, and tending to musculoskeletal injuries, the provision of appropriate

orthopedic aids like prostheses and orthoses stands as a pivotal measure. These

aids need to be precisely tailored to the patient’s needs and anatomy, a task

traditionally undertaken by skilled orthopedists or orthopedic technicians. How-

ever, this process has predominantly adhered to analog methodologies. Yet, the

landscape is shifting with the emergence of adaptive manufacturing techniques,

which is catalyzing the progression of orthopedic technology in the context of

Industry 4.0 [4, 7]. This transformative trajectory incorporates digital avenues

such as 3D scans of the human body [5], 2D pedobarographic scans that aid in

recommending suitable orthopedic correctives [1], and digitally manufactured or-

thopedic aids [4]. By combining these processes – model creation through scans

and patient-specific adaptions – it becomes possible in implementing a (semi-)

automated approach to orthopedics [10]. This raises the question: How can ortho-

pedic aids be automatically customized while ensuring their structural integrity?

Related Work: Finite Element Method (FEM) encompasses structural anal-

yses [3] and is widely used within engineering and biomechanics, including the

orthopedic realm [8]. However, while FEM has found widespread use in medi-

cal contexts, studies have predominantly concentrated on analyzing structures

within the human body, such as bones. Scant attention has been a↵orded to the

examination of orthopedic aids, although exceptions exist in studies concerning

bio-prosthetic heart valves [2], below-knee prosthetics [6] or prosthetic sockets [9].

However, these studies only focused on manually modelled aids.

Methodology: For the creation of patient-specific orthopedic aids, we pro-

pose a two-step procedure including (I) the elastic adaption of a medical aid

based on the 3D scan of the a↵ected body part and (II) the structural analysis

of the resulting digital aid in comparison to its well known template using FEM.

To do so, the aid’s template A, the body scan B and a reference skeleton S are

used. A as well as B are therefore represented by registered 3D meshes, while S is

a 3D poly line within B. By finding the spatially next point of S for every vertex

in A, a trace can be defined, that intersects with B, while also allowing to iden-

tify inward and outward facing vertices based on its intersections with A. The

intersection point with B defines the target position A0
i of every inward-facing
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vertex Ai in A. For adapting also the outward-facing vertices Ao, a backward

mapping is applied based on the already known positions of A0
i allowing to create

a patient-specific aid A0
in an as-rigid-as-possible manner.

Based on arbitrary sample regions, the template A as well as the patient-

specific adaption A0
can be compared using FEM analysis. By simulating pres-

sure or heat, its e↵ects are measured at well-defined sample points on both

models, allowing a quantitative analysis of A0
in reference to the well known A.

Evaluation: For the evaluation of the proposed process, two orthopedic aids,

namely a forearm and a foot orthosis, are automatically adapted based on a 3D

scan of the corresponding body part and a manually created skeleton. Based

on the adapted results, both a pressure as well as a heat conduction analysis

are applied using FEM. Based on multiple sample points, it is shown that both

forces similarly a↵ect the aid’s template and the patient-specific customization,

allowing to infer structural similarity and characteristics.

Conclusion and Outlook: In the current work, it is shown that a two-step

process can be used for the automated digital customization of orthopedic aids,

while ensuring structural integrity using FEM. In the future, this process should

be applied to additional aids, also including prostheses next to orthoses.
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Extracorporeal shockwave therapy (ESWT) uses rapid, but short-duration,
high-energy acoustic waves to stimulate healing and tissue regeneration [1][2].
They o↵er a non-invasive and alternative approach to promote pain relief and
tissue repair in cases where conventional treatment methods have been less ef-
fective. Thus, ESWT has become a popular therapeutic modality for cartilage
and bone diseases, as well as muscoskeletal disorders [2][3].
In this study, electrohydraulic shockwave devices are the main focus. These de-
vices generate the shockwave pulse through an electrode located in the devices
applicator head [3]. Once high voltage runs through the electrodes tip, an elec-
tric spark is generated and a shockwave forms [3]. The spreading shockwave is
focused by the applicator head’s reflector and arrives with maximum pressure at
a designated focus [3]. Preceding the focused shockwave is a smaller, unfocused
shock wave known as the primary wave [3].
In experiments measuring multiple shockwave signals in a water bath, a great
variety of shockwave signal forms becomes apparent. Each of the shown signals
has been cropped to the region of interest around the shockwave signal. A rep-
resentative selection of three types is given in Figure 1, these images display the
vast variety of signals recorded during identically executed measurements. Out
of the shown signals, only image (a) displays a well-defined shockwave, while
the other two either form more than one significant peak or display other dis-
tinctively novel shapes. For one, a small shift away from the focal point of the
spark-generated plasma bubble has large e↵ects on the shockwave shape, caus-
ing the observed anomalies. For two, the deviation from the spherical shape of
the collapsing bubble further influences the observed wave. To which extend the
variation of position and collapse of the bubble e↵ect the final observed shock-
wave signal and its corresponding e�ciency during therapy are currently unclear.
Therefore, detailed analysis of shockwave shapes and their point of origin is re-
quired to develop new methods to improve the e�ciency of shockwave therapy
and enable the improvement of current applicator head designs.
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Fig. 1. Observed shapes of wave signals during identical measurements. Only image
(a) displays a proper shockwave signal, (b) and (c) display pressure waves generated
by misaligned sparks. Images taken from [4].

We aim to implement a workflow for automatic localization and extraction of
shockwave signals inside of a recording through methodologies of signal process-
ing and artificial intelligence and compare their suitability for the task. There-
fore, the need of manual extraction of the shockwave signal is omitted and the
analysis is accelerated.
Furthermore, we aim to classify the varying shapes of shockwave signals and draw
a connection between the wave signal and the place of origin of the spark gen-
erated plasma bubble. Since the origin’s position cannot be observed directly,
we use a total of four sensors placed in a water bath to determine it. These
four sensors allow the computation of the spark position through the concept
of multilateration. An evolutionary strategy was implemented to compute the
best possible position of the four sensors in the water bath. This evolutionary
strategy varies the sensors’ position in a fictive 3D water bath and searches for
the best combination to predict the spark origins through multilateration ac-
curately. Each candidate is evaluated by computing multiple origins scattered
inside a fictive applicator head while fulfilling hardware constraints set by the
used oscilloscope. The best-performing sensor combination was translated into
a 3D sensor fixture and printed using a 3D printer. This sensor fixture is then
used for in situ measurements inside a water bath and becomes the base for
the planned analysis of shockwave signal shapes and spark generated plasma
bubbles.
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The utilization of Caenorhabditis elegans as an in vivo model organism comprises
several noteworthy advantages, including the potential for higher throughput
during substance testing, the minimization of substances and cost per experi-
ment. And especially, due to its similarities to human and animals, it can signif-
icantly reduce the necessity for animal testing [1]. Additionally, it allows an in-
depth examination of the regulation of various genes and transcription factors.
An important and omnipresent task is the investigation of substance toxicity.
The overall goal is to allow automated and detailed analysis of C. elegans as a
model organism to provide reliable data to reveal the effects of substances shown
in up or down regulation of gene expression [1]. Especially due to fluorescence
microscopy, and its advantage to examine living organisms, gene and protein ex-
pression can be extracted in these images. Different modalities, in this case the
produced brightfield and fluorescence images, are used to improve the analysis of
the effect of different substances. To measure the effects of different substances
onto the fitness and survivability of a worm, relevant features need to be ex-
tracted and are of high importance to determine the effect of the substances.
To derive insights of substance effects, such as substance toxicity, multiple prob-
lems have to be solved. A large amount of experiments produces high amounts
of different images. Often, such experiments are performed manually to a high
degree while needing expert knowledge for the analysis. The large number of
images leads to high interest in automatic methods for extracting and analyzing
data [2]. These methods speed up the process of running experiments and in-
creases much needed objectivity, reproducibility and comparability between dif-
ferent experiments. Additionally, the extraction and analysis of features which
shows the importance on toxicity outcomes and its effects on the regulation of
protein expression are of high interest. To allow the extraction, multiple prob-
lems like worm detection, segmentation, separation and the analysis of features
itself, need to be solved. The use of manual tasks and a lack of accessible and
sufficient analysis tools of fluorescence images of C. elegans for feature extraction
lead to our proposed approach. In future the extracted features should also be
transferable to videos allowing to track changes in behavior and motility.
The goal is to allow automated segmentation of different C. elegans image modal-
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ities (brightfield and fluorescence). Based on the extracted worm instances, fea-
tures for worm fitness will be extracted to allow conclusion on substance effects.
To allow automated analysis of C. elegans an automated approach for the seg-
mentation and localization of single C. elegans is pivotal for further analysis.
Currently, this is often done by simple thresholding [2], which is not sufficient
in all images (especially on fluorescence images) due to low or not existing gra-
dients, artifacts and especially a certain degree of connected and overlapping
worm-shaped objects. Additionally, fluorescence is low in intensity leading to
low gradients. Therefore, neural networks with models like mask RCNNs can be
used which pay special attention to close, overlapping or occluding objects [2].
Neural networks are trained, with additional images as brightfield images and
combined with the corresponding fluorescence images to allow a robust and fully
automated extraction of the worms. The effect of different approaches combining
information of the fluorescence images and brightfield images by augmentation
methods, like masked learning, is going to be investigated to allow accurate sub-
sequent execution of different features. Additional separation of worms in post
processing may be required. Based on the accurate segmented and separated

Fig. 1. All images are inverted for better visibility: A) raw brightfield image, B) raw
fluorescence image, C) segmented worms by the neural network, D) filtered image
allowing feature extraction

worms feature extraction can be performed. Especially, in the fluorescence im-
ages intensity features (brightness, gradients, homogeneity, . . . ) can be of high
interest. Additionally, morphological features are extracted like worm length,
thickness, area and radius and are of special interest for toxicity. A first result is
shown in Figure 1. These features allow the investigation on the effect of different
substances. Differences and important features defining the effect of a substance
shall be investigated in future with the use of machine learning models.
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Population diversity in dynamic optimization problems is vital as it enables
the algorithm to explore various regions of a changing solution landscape, pre-
venting premature convergence to suboptimal solutions. A diverse population
ensures adaptability, resilience, and the ability to track and adapt to shifting
optima, essential for effectively addressing the dynamic nature of the problem.
Several methods have been devised to sustain diversity in such contexts. Dy-
namic adaptation of parameters, such as mutation rates or selection pressures,
based on the changing landscape, allows the algorithm to dynamically adjust to
new optima. Niching methods, including crowding or fitness sharing, explicitly
encourage the maintenance of diverse solutions by penalizing similarity. Besides,
restart mechanisms, such as Bipop-CMA-ES [2], also keep the population diver-
sity by reinitializing the population. Additionally, hybridization techniques and
multi-population strategies introduce diverse genetic pools that can exchange
information, facilitating a broader exploration of the altered problem space.
These methods collectively enable evolutionary algorithms to effectively navi-
gate dynamic environments by preserving diversity, ensuring adaptability, and
facilitating the discovery of high-quality solutions amidst changing conditions.

Age-layered population structure (ALPS) [3] in evolutionary algorithms in-
volves organizing the population into layers based on the "age" of individuals,
typically representing the number of generations they have survived or the time
of creation within the algorithm. Each layer might have distinct characteristics
and roles. Younger layers often represent exploration, bringing in fresh solutions,
while older layers emphasize exploitation by retaining promising solutions that
have survived multiple generations.

ALPS stands out for its exceptional features, notably its continuous inte-
gration of new genetic material without necessitating resource-intensive restarts
due to fully converged population states. Furthermore, the system adeptly re-
tains genetic information from earlier problem epochs implicitly within higher
layers. These distinctive traits not only foster a harmonious balance between
exploration and exploitation but also confer robustness against premature con-
vergence, rendering ALPS highly efficient for navigating dynamic environments.
? This work is supported by the Austrian Science Fund (FWF – Der Wissenschafts-
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Nonetheless, a notable drawback of ALPS lies in its demand for meticulous
parameterization. Establishing optimal age gaps, mutation rates, and crossover
rates proves challenging, given the inherent limitation of a "one-size-fits-all"
paradigm, where constant rates are applied across diverse layers. To address this
challenge, we advocate for a more tailored evolution approach across different
layers, each representing populations of varied ages and convergence states. To
avoid exacerbating the complexity of parameterization with additional factors,
we revisit the concept of self-adaptation, originally introduced for evolution-
ary strategies [1]. This approach aims to enhance adaptability and performance
without introducing an undue burden of additional parameters.

In this work, we propose a self-adaptive mechanism inspired by evolutionary
strategies [1], wherein hyperparameters (including age gap, aging scheme, mu-
tation rate, crossover rate) dynamically adjust based on the evolving problem
landscape. Specifically, we utilize individual stepsize adaption strategy [4] for
mixed-integer optimization problems. The age gap, aging scheme, and crossover
rate are automatically tuned by population similarity, inherent building blocks,
and other evolution behaviors. This self-adaptation ensures that ALPS remains
responsive to changes, allowing for an automatic fine-tuning of hyperparame-
ters during runtime. By integrating self-adaptation, ALPS gains the flexibility
needed to navigate dynamic environments without the need for constant manual
intervention, thereby enhancing its adaptability and overall optimization per-
formance. In addition, we will compare the proposed self-adaptive ALPS with
various fixed instances of ALPS, in order to gauge both resilience against miss-
parameterization as well as classic performance, using dynamizised versions of
the classic TSPLib [6] instances. We will utilize the empirical attainment func-
tion [5] to statistically analyze the dynamic features of algorithm’s behavior,
such as probabilistic distribution of the outcomes and convergence behavior.
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Dynamic Scheduling is a popular research topic and has many applications,
such as crane scheduling and production and manufacturing planning [3]. As
opposed to static optimization of schedules, dynamic scheduling reacts to changes
from its corresponding real world system, that may impact the current solution.
As with many real world applications, the processing times of the individual
steps may be unknown, but can be estimated by machine learning models. For
dynamic scheduling, these machine learning models are preferably online models,
as the training data can be continuously updated with the current processing
times. Online machine learning is a relatively new area of research that is gaining
traction in the machine learning community, but compared to the static machine
learning models, the amount of research is still underrepresented.

This paper aims to discuss an application of online machine learning models
for the approximation of the processing times for production tasks. These tasks
are process steps on various machines, with processing times influenced by the
processed materials, setup time, human interaction and additional unidentified
components. Having a good approximation of the processing times provides the
optimization algorithm with valuable information on how the real world pro-
cesses will behave for the created solutions.

For many problem instances, the behavior of processing times is not kept
track of and may change over time, thus training static models does not provide
the necessary flexibility. To remedy the lack of data and potentially changing
processing time behavior, online machine learning models can be used. These
models are designed to continuously train on new data, while also predicting
based on the already observed data. Another crucial advantage of online machine
learning models is the ability to phase out old training data in favor of more
current observations.

This paper covers two aspects. The first aspect is the evaluation and com-
parison of several machine learning approaches. The second aspect regards the
? The financial support by the Austrian Federal Ministry for Digital and Economic

Affairs and the National Foundation for Research, Technology and Development and
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correlation between the schedule quality and the model quality. Most of the
models evaluated are online models, but as a baseline, some other models are
used. An example for a baseline model, is the basic online median. More sophis-
ticated online machine learning models are being taken from, River [2]. River
provides online machine learning implementations for decision trees, forests, lin-
ear regression, and neural networks. Additionally, an online variant of symbolic
regression is tested. This variant uses a genetic algorithm that allows changes
to the dataset in between generations. Symbolic regression also provides inter-
pretable approximations of the machine processing times.

To evaluate the model quality and its effect on the optimization, a discrete
event simulation of a production process was created. To cover a large spectrum
of processing time behaviors, the machines in the simulation are supplied with
different functions to determine the processing time. These functions can contain
factors for the type of work step, material features, random noise, effects of wear
on the tools and human factors. Periodically during the simulation, orders are
added to the production process for the optimizer to consider. The simulation
sends events to the optimization system which keeps track of the current simu-
lation state and optimizes the order of required steps using the OERAPGA [1]
optimization algorithm. The resulting solution is then applied to the simulation,
which will follow the new processing plan. When a processing step on a machine
is completed, the required processing time and the corresponding processing
information are captured and supplied to the online machine learning model.

Based on the previously described simulation, experiments are conducted.
For these experiments, machines with different processing time behaviors are
used for a production process with several product types. The captured data
of the experiments will show the results of online machine learning models for
various defined machine processing time behaviors. Additionally, the effect of the
selected machine learning models on the optimization of the dynamic scheduling
problem is evaluated.
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In static optimization problems, both the problem model and the specific
problem instance data is fixed, i.e. both do not change over the course of the op-
timization. This differentiates static problems from dynamic optimization prob-
lems where either the problem model or the problem instance data (or both)
change over time. Dynamic optimization presents a certain challenge to classic
optimization algorithms as changes in either the model or the data can induce
changes to solution qualities or – in the worst case – invalidate solutions so that
they become infeasible.

A concrete example of such a dynamic optimization problem can be found
in the domain of warehouse operations. The dynamic optimization problem that
is tackled within this paper is crane scheduling. Boysen et al. [1] define a gener-
alized classification scheme for crane scheduling scenarios with interference. In
an academic scenario, two gantry cranes continuously receive instructions from
an optimizer in form of crane schedules to move containers within a warehouse.
These cranes share a single crane lane and thus cannot overtake each other.
Containers enter the warehouse at so-called arrival locations. Arrival locations
are serviced by transport vehicles that arrive in certain intervals and create
pickup demands. The two cranes must unload these containers from the trans-
port vehicles and store them inside the warehouse on so-called buffer locations.
A single buffer location can hold a specific amount of containers stacked above
each other, and is thus limited in capacity. The cranes can only ever access the
topmost container of each stack. Furthermore, other transport vehicles arrive at
so-called handover locations and request specific dropoff demands for containers
to be delivered by the cranes, which will leave the warehouse afterwards. Contain-
ers therefore enter and leave the warehouse continuously and cranes should be
optimally scheduled to enable effective and efficient warehouse operation. Since
cranes share a single lane, it is important for an optimizer to generate crane

? The financial support by the Austrian Federal Ministry for Digital and Economic
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schedules where one crane does not unnecessarily block the other to minimize
idle times.

Multiple aspects create stochasticity and dynamicity within this dynamic
crane scheduling problem. The amount of move requests (pickups and dropoffs)
generated by vehicles at arrival and handover locations varies when the scenario
progresses. Arriving vehicles generate new move requests and thus increase the
set of open move requests, while cranes fulfill and thus decrease the set of open re-
quests. This dynamic aspect is handled by updating existing solutions by adding
or removing new and fulfilled move requests from the schedules and re-evaluating
their fitness after dynamic changes occurred. Furthermore, cranes also become
unavailable after and for a stochastically determined amount of time to simu-
late crane operators taking breaks in real life. In the presented scenario, it is
ensured that at least one crane is always active and can handle all required
moves. The switches from dual- to single-crane scenarios and vice versa induce
some time during which an optimizer adapts existing solutions and converges
in the new search space. This time should be kept to a minimum in order to
efficiently provide adapted solutions that are valid for the current system state,
e.g. by concurrently evolving solutions for both scenarios and switching between
solutions accordingly.

Within this paper, we investigate ways to concurrently evolve solutions for
both scenarios using genetic algorithms (GA) [2], and analyze the algorith-
mic behavior. As a first step, we implement a GA that evolves a population
pop = pop1 [ pop2, where pop1 and pop2 contain only single- and dual-crane
solutions, respectively. Each subpopulation is considered individually through-
out the generational cycle, i.e., when creating a new population pop, the GA will
treat pop1 and pop2 isolated from each other and only cross individuals within the
same subpopulation, optionally mutate the resulting children, and apply replace-
ment (e.g. elitism) on the respective subpopulation where the child originated
from. This approach was already proposed as future work by Karder et al. [3].
In a second step, we investigate ways to migrate essential building blocks that
are part of high quality solutions, and therefore relevant for both scenarios, be-
tween pop1 and pop2. Finally, we consider a bi-objective approach in which each
solution, represented genotypically by a permutation as scheduling vector and
a binary vector as assignment vector, is evaluated for its single- and dual-crane
scenario performances, mapped to objectives 1 and 2, respectively.
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Multi-objective beam search extends the beam search [2] to be applicable for
problems with multiple objectives. Barthelemy et al. [1] presented an exploration
of the issues related to problem-dependent heuristic functions used as an oracle to
estimate the quality of solutions and the limits associated with those functions.
Additionally, the authors analyze how these aspects can directly impact the
e�ciency and achieved results of the multi-objective beam search for integer
multi-objective optimization problems.

Experiments of a preliminary project in the field of scheduling problems have
demonstrated the potential viability of applying multi-objective beam search to
solve the underlying problem. The approach also showed promising capabilities
to generate high quality solutions. However, it’s important to acknowledge that
the overall e↵ectiveness, the achieved quality, and the diversity within the final
set of Pareto-optimal solutions highly depend on the used heuristic functions
during the search and construction process. These heuristic functions play an
essential role in guiding the search towards Pareto-optimal solutions and there-
fore, their design becomes vital. Furthermore, rigorous testing and validation,
demanding extensive e↵ort and deep understanding of both the problem and
the chosen algorithmic approach, are necessary while designing these heuristic
functions. Honda [4] proposed a backtracking approach to overcome these issues.

This paper proposes a problem-independent metaheuristic extension for the
multi-objective beam search algorithm. Using the pilot method [5] as a look-
ahead function, multi-objective beam search becomes applicable to any kind
of multi-objective optimization problem without further problem specific adap-
tions. The look-ahead function then replaces the heuristic functions as an esti-
mator for solution quality. This eliminates the need of an additional heuristic
function. Furthermore, the selection of the next layer out of a set of fronts is in-
spired by NSGA-II [3] and utilizes a crowding factor. While the target functions

? The work described in this paper was done within the project Adaptive scheduling
in multi-stage production systems with sensor-based predictions for reducing energy
consumption (SCHED-ENERGY), #891173 within the funding program Production
of the Future, 41st call - by the Austrian Research Promotion Agency (FFG) and
funded by the Republic of Austria.

Eurocast 2024, February 25 - March 1, Las Palmas de Gran Canaria Extended Abstracts

179



provide the neccesary orders to calculate a front, the crowding distance makes
it possible to establish an order within a single front.

The integration of the pilot method algorithm introduces a forward-looking
mechanism that replaces the heuristic functions. To estimate the fitness of a
subtree during the search process, a new search process for each objective of
the underlying problem is started. The sole purpose of these individual search
procedures is to optimize each respective objective individually. By combining
the best quality found per objective, the obtained qualities serve as heuristic
values for the entire subtree. This leads to the selection of subtrees with the
most promising result in any objective. During the evaluation of the next layer
some subtrees are revisited but since this time all successors are considered by
the pilot method, especially interesting subtrees get searched more intensively
after every iteration. Furthermore, the heuristic values represent a lower bound
for their respective target function. Therefore, by further exploring the selected
subtrees better solutions can be identified.

In each iteration of the beam search the next layer consisting of the best n
nodes (i.e. subtrees) is selected. In multi-objective beam search, this is achieved
by calculating the fronts of increasing orders until the best n nodes are found.
However, should the amount of remaining slots in the next layer be too low as
to fully include a front of a given order completely only some nodes of the given
front can be selected. Inspired by NSGA-II, the crowding distance is calculated
and the front gets sorted by the respective crowding factors. Therefore, the search
process prefers underrepresented areas of the search space.

Extending the multi-objective tree search with the proposed aspect results
in an increased quality of the final Pareto-optimal solutions. The integrated
improvement of using the pilot method instead of heuristic functions facilitate
a more e↵ective algorithm that reduces the required beam width required to
gather the final set of solutions. While remaining e↵ective and accurate, adopt-
ing a smaller beam width enables a more resource-e�cient and faster optimiza-
tion process. Beyond increased e�ciency, the NSGA-II inspired extension of the
crowding distance also yields a more diverse set of final solutions.
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Extended abstract

In a two-machine flow problem with profit maximization (total weighted number
of on-time tasks), each of n tasks should be performed sequentially on the first
and then on the second machine. The execution times of the tasks pij , the due
dates di (on the second machine), and the weight wi resulting from completing
the task on time are given. Determine the order of task execution (the same on
both machines) that maximizes profit

P
i wi(1 � Ui), where Ui = 1 if the task

i is late, 0 otherwise. The problem under consideration belongs to the class of
NP-hard problems. There are relatively few papers devoted to even the most
studied equivalent problem of the late task minimization problem F2k

P
wiUi

and its solution methods. Ruiz and Stützle [3] presented a greedy algorithm,
Liao et al. [2] an algorithm based on the tabu search method.

By Ci we mean the moment of completion of the task i on the last (second)
machine. Let matrix x=[xij ]n⇥n where xij 2 {0, 1}. We must determine

max
X

i

X

j

wjxij , subject to (1)

Ci 
nX

j=1

dixji, i = 1, 2, . . . , n, (2)
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1

A  Ck, j = 1, 2, . . . , k, k = 1, 2, . . . , n, (4)

Ci 2 N [ {0}, i = 1, 2, . . . , n, xij 2 {0, 1}, i, j = 1, 2, . . . , n. (5)
The matrix x is interpreted as follows: if xij = 1, then a task j on the position
i in the schedule is on-time.
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Computational experiments. The calculations were performed in the D-Wave
Leap quantum cloud environment in two configurations. The first one involved
using the LeapHybridCQMSampler solver, which uses a hybrid CPU (and GPU)
and quantum QPU processors. The second one used the native QUBO (Quadratic
Unconstrained Binary Optimization) approach obtained by converting the CQM
(Constrained Quadratic Model) problem to BQM (Binary Quadratic Model),
which allowed the use of quantum annealing. The results are presented in Table 1
(F – objective function, tQPU – QPU_ACCESS_TIME, tRUN – RUN_TIME).

Table 1. Results of computational experiments (with limited computation time)

LeapHybridCQMSampler DWaveSampler
run n F tQPU [ms] tRUN [s] F tQPU [ms]
1 4 17 32.05 4.97 16 16.02
2 4 17 32.05 5.17 13 16.03
3 4 17 32.04 5.10 12 16.00
4 4 17 32.02 5.08 18 16.02
5 4 17 32.05 5.18 13 15.99
1 5 26 16.03 5.00 20 16.05
2 5 26 32.06 5.35 13 16.05
3 5 26 16.03 5.02 26 16.02
4 5 26 32.06 5.23 20 16.05
5 5 26 16.03 5.00 18 16.04
1 6 45 32.07 5.24 - -
2 6 45 16.01 5.00 - -
3 6 45 32.09 5.31 - -
4 6 45 32.05 5.46 - -
5 6 45 32.08 5.09 - -

The solution values (F column) obtained with the LeapHybridCQMSampler
solver are generally better, but they use much longer processors time. In turn, the
quantum annealing results obtained by DWaveSampler are obtained in (practi-
cally) constant time. Directly running quantum annealing (DWaveSampler) is of
limited use due to the requirement of a large number of qubits, which limited the
size of instances to n  5 (for n = 6 D-Wave reports embedding error). In our
experiment, the D-Wave Advantage_system4.1 environment had 5627 qubits.
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López-Plata1[0000�0002�4666�270X]

Universidad de La Laguna, C/ Padre Herrera s/n, 38200, San Cristóbal de La
Laguna, Santa Cruz de Tenerife, Spain http://www.ull.es

Abstract. This paper explores the integration of the Greedy Random-
ized Adaptive Search Procedure within live tracking software to optimize
port logistics. Focused on the Berth Allocation Problem incorporating
container movement costs, the study harnesses real-time vessel position
data from the Automatic Identification System to predict arrivals at
ports. The GRASP dynamically allocates berths, minimizing container
movement expenses and orchestrating e�cient vessel sequencing within
port infrastructures. Results demonstrate the software’s e↵ectiveness in
proactive planning, resource allocation and congestion mitigation. The
synergy between predictive analytics and GRASP-driven optimization
maximizes port facility utilization, enhancing operational e�ciency.

Keywords: Berth allocation problem · GRASP · Vessel tracking

1 Introduction

The Berth Allocation Problem (BAP) [1] is an outstanding logistical challenge
within container port operations, involving the assignment of berths to incom-
ing vessels and the subsequent allocation of containers within the yard. This
problem is compounded by the costs associated with moving containers between
vessels and the yard, adding a crucial dimension of optimization to the allocation
process. In this case, the objective function is to minimize the costs derived from
transfering containers between vessels and yard.

2 Optimization approach

A Greedy Randomized Adaptive Search Procedure (GRASP) [2] is here proposed
to solve the BAP. This iterative metaheuristic starts by constructing initial so-
lutions through a greedy approach, selecting berth allocations based on a cost
function that considers container movement expenses between vessels and the
yard. The randomization component introduces diversity in solution space ex-
ploration, enabling a more comprehensive search. Adaptation comes into play
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through local search procedures that iteratively improve solutions, adjusting
berth assignments to minimize container movement costs. This iterative process
balances exploration and exploitation, gradually refining solutions until an op-
timal or near-optimal allocation configuration is achieved, e↵ectively optimizing
the logistical challenges posed by the BAP with container movement costs.

The computational experiments have demonstrated that the GRASP is able
to obtain high-quality solutions in short computational times when solving real-
istic scenarios composed of several dozens of vessels over the planning horizon.

3 Live tracking software

The live tracking software harnesses the wealth of real-time data from Auto-
matic Identification System (AIS) sources, allowing comprehensive monitoring
of vessel positions globally. Leveraging this AIS information [3], the software em-
ploys predictive algorithms to forecast vessel arrivals at various ports, enabling
proactive planning and resource allocation. Integrating the GRASP within its
framework, the software optimizes the arrangement of vessels within port infras-
tructures based on predicted arrival times. GRASP dynamically allocates berths,
considering container movement costs between vessels and the yard, thereby or-
chestrating an e�cient sequence of vessel arrivals and departures. By iteratively
refining berth allocations through GRASP’s adaptive and exploratory mecha-
nisms, the software maximizes port infrastructure utilization, minimizes conges-
tion and optimizes the overall logistical flow, ensuring smoother operations and
enhanced e�ciency within the complex maritime environment.

4 Conclusions

This study underscores the e�cacy of integrating advanced optimization method-
ologies, particularly the GRASP, in addressing intricate challenges within port
logistics. The application of GRASP in the BAP with considerations for con-
tainer movement costs demonstrated its capability to generate optimized solu-
tions by dynamically arranging vessel schedules within ports. The live tracking
software proved invaluable in facilitating proactive planning and resource alloca-
tion. The synergy between predictive algorithms and GRASP-enabled optimiza-
tion led to enhanced e�ciency and maximized utilization of port facilities.
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Abstract. Vehicles that run on fossil fuel emit numerous air pollutants,
and transitioning from conventional vehicles to their electric counterparts
within a transportation fleet significantly reduces overall emissions. Elec-
tric vehicles are now an economically viable mode of transportation with
decreasing cost of batteries, increasing power output, and rapid expan-
sion of charging infrastructure. The Electric Vehicle Routing Problem
(EVRP) aims to create routing plans for customers using a fleet of elec-
tric vehicles with diverse battery constraints. This paper proposes a new
mathematical model for solving simultaneous pickup and delivery vehicle
routing using a heterogeneous electric and fossil fuel vehicle fleet. The
model is tested on logistics partner data using a standard CPLEX solver,
and we observe promising results.

Keywords: simultaneous pickup and delivery · EVRP · transportation
· heterogeneous fleet

1 Motivation for a new model for mixed fleets with EVs

There is growing interest in the logistics sector to utilize electric vehicles for

transportation, driven by incentives promoting green technologies and reducing

reliance on fossil-fuel-based vehicles. With improved battery performance and

reduced battery maintenance, electric vehicles can be cost e↵ective in the long

term. However, electric vehicles have high initial costs and limited driving range

due to frequent charging. In addition, they are susceptible to battery degrada-

tion on prolonged usage and have substantial battery drainage when driven at

maximum speed. With these challenges, fossil-fuel-based vehicles need to gradu-

ally transition away instead of being completely replaced with electric vehicles.

Such a heterogeneous fleet of fossil-fuel-based vehicles and EVs would have to

address the complexities of the standard operating behaviour of EV batteries.

While there is extensive research on heterogeneous fleets with fossil-fuel vehi-

cles, there is limited study on heterogeneous fleets that include electric vehicles.
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Papers closely related to our work focus on the impact of load on energy con-

sumption [1] and allowing partial recharging by multiple chargers [4]. We focus

on simultaneous pickup and delivery to allow better utilization of the available

single charge. We refer the reader to [2] for further related work on EVRPs.

2 Formulation using heterogeneous fleet

Employing a heterogeneous fleet with simultaneous pickup and delivery in vehicle

routing provides flexibility in resource utilization with varied customer require-

ments. We consider constraints on the speed and the capacity of each vehicle.

We also consider changes in tra�c during rainfall and peak hours. An increased

travel time can make the remaining route infeasible for an EV with insu�cient

charge. We further allow adherence to government regulations by imposing re-

strictions on overall journey time and distance for a driver. We assume that EVs

are fully charged at the depot before the start of the journey and a bu↵er time

for charging is included. To solve this scenario, we propose a new formulation for

the capacitated vehicle routing problem with a heterogeneous fleet of electric and

fossil fuel vehicles for simultaneous pickup and delivery. We apply custom cuts

that improve the solver’s performance, such as lazy constraints similar to sub-

tour elimination [3]. This problem aims to find the minimum distance to assign

routes from the depot to all customers’ locations with simultaneous pickup and

delivery of items using a fleet of vehicles with constraints on capacity and speed.

Some well-known green energy-based objective functions can easily replace our

existing distance-based objective.

3 Experiments

For our experiments, we partnered with a logistics company that provides real

world data to test our model. The model is a mixed-integer linear program

(MILP). To solve it, we use CPLEX 22.1.1.0. The initial experimental results for

a realistic number of customers are promising. We expect further improvement

in performance with refined custom cuts using lazy evaluation. Future extensions

to this formulation can include time windows, split deliveries, allowing multiple

attempts and multiple charging stations for longer journeys with EVs.
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Introduction Good machine lubrication is essential for the smooth operation of 
production facilities. Regular analysis of the lubricant can provide early insights 
into possible suboptimal machine running conditions. These can occur trough oil 
aging at the end of the lubricant lifetime or through spontaneous changes in the 
tribological system. Therefore, online monitoring of the tribological system using 
sensors could help identify failures in machine parts. Furthermore, normal aging 
processes such as additive depletion and lubricant oxidation could be quantified 
and used to predict the remaining useful lifetime and therefore the optimal lubri- 
cant change. The SmartGear project pursues a novel approach using sensor and 
machine learning technology to aim towards a predictive maintenance solution. 
Real time analysis of sensor data is used to monitor the oil condition and to 
predict remaining useful life (RUL), which enables efficient maintenance plans. 

Federated Learning Model for Lubricant Oil Condition In a federated 
learning setup machine learning is performed on separate nodes with individual 
data-sets (local or global systems) [1]. To aggregate the knowledge from the 
nodes, the model parameters are sent to a global model, but no sensitive raw 
data is transferred, see Fig. 1. This approach enables to train individualised 
models for each node and to aggregate the knowledge of each node without 
transferring sensitive raw data [2]. 

The design is based on a real-world test setup used to assess the aging of lubri- 
cant oil [3]. This architecture includes multiple local training nodes and a central 
global node serving as an aggregator. Each local training node is equipped with 
lubricant oil sensor unit which acquires real time sensor data like temperature, 
humidity, permittivity and conductivity. These need to be translated into DIN 
conform measures of lubricant condition, such as Total Acid Number (TAN), 
additive content, water content etc [4]. The goal of each local node is now to 
predict the lubricant oil analysis values from the local sensor values and past 
lubricant oil analysis values. 

The sensor data from each local training node is labelled using the laboratory 
results at the time stamps when an oil sample was taken. This combination of 
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data are the respective local training data-sets with consistent feature spaces. 
Each local training node trains its local model independently. The global aggre- 
gator collects and aggregates model parameter updates from local nodes with a 
federated averaging (FedAvg) strategy [1]. The resulting global model parameters 
are transferred back to the local nodes, with no direct exchange of information 
between the local nodes. 

First results performed on real data of this federated learning approach re- 
semble those of a traditional machine learning system. 

Fig. 1. Centralized Federated Machine Learning Architecture 

Summary and next steps Due to the high quality of lubricants aging mech- 
anisms yield data sets with stable conditions for extended periods of time be- 
fore slowly deteriorating at the end of the lubricant lifetime. Therefore, data 
on changes in lubrication conditions is scarce and needs to be augmented. An 
objective is to improve the accuracy and efficiency by a federated machine learn- 
ing simulation environment, where plausible additional data can be generated. 
Furthermore, it needs to be investigated whether the integration of existing 
federated learning frameworks with traditional machine learning methods will 
improve the quality of training and produce more accurate results. Preliminary 
results already show robustness when dealing with noisy data. 
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Abstract: In this paper, we present the concept of “Circular System Design” as 
a new method for a holistic and sustainable design process. Selected examples 
from production technology and robotics are used to illustrate the concept and 
explain the future research framework. 

Keywords: Sustainable Design, Circular Economy, Product Design, Robotics, 
Systems Engineering  

1 Motivation 

Resource efficiency and circularity are the key success factors for sustainable products. 
Product design as well as the methods and tools used in the design departments play a 
central role here. New approaches are pursuing the goal of a circular economy, with 
which economic development is largely decoupled from the need for new natural re-
sources. In addition to the issues of economic efficiency, the material use and the busi-
ness model, new methods and tools are needed for product design in order to focus 
stringently on circularity and resource efficiency. [1]  

2 Circular System Design Approach 

It is estimated that 80 % of costs and efforts associated with sustainability aspects of a 
product or a service are determined in the first 20 % of product design. This means that 
the key contributions and prerequisites for a circular design are laid at the beginning of 
the product development. The earlier a circular concept becomes the basis for system 
development, the greater the leverage in terms of resource efficiency and circularity. 
Circular thinking and action must be the central guideline for product development right 
from the beginning. We therefore propose a new approach for holistic product design 
that is based on a "Circular System" and moves away from the pure focus on a specific 
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product. The "Circular System" represents an agile design model which, in addition to 
the pure focus on functional requirements, also includes life cycle aspects (the "Life 
Cycle System") and interactions with the environment (the "Context System"). The re-
sult is a paradigm shift in business model generation and product development. The 
associated potential is illustrated in two selected use cases. 

3 Use Cases 

The first use case presents the remanufacturing concept of Lorenz, a leading supplier 
of water meters. These are state-of-the-art mechatronic systems that are regularly cali-
brated and enhanced measuring capabilities are added. Through consistent circular sys-
tem design, the product and the underlying business model have been successfully im-
proved in terms of sustainability and circularity. [2] In the second use case, we discuss 
approaches for "green" robotics. Today, robots are often not optimized with respect to 
sustainability aspects. The potential for extending their life cycle by innovative system 
design and smart operation is still underestimated. [3] Furthermore, the components 
and materials that are used, are in general not optimized for circularity. As a conse-
quence, a paradigm shift towards "green" robotics is necessary based on the new circu-
lar system design approach. This will lead to substantial contributions to minimize en-
ergy consumption and zero emission production. 

4 Conclusions 

The new approach of "Circular System Design" replaces the traditional view on a prod-
uct by a holistic, sustainable system design in a wider context. In addition to traditional 
economic design objectives, ecological and social aspects are addressed throughout the 
entire product life cycle. The development of new methods and digital tools is required 
to cope with the increasing system complexity in the design process. 

Disclosure of Interests. The authors have no competing interests to declare that are relevant to 
the content of this article. 
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Abstract. This paper compares technologies for energy efficiency, aim-

ing to establish sustainable software and architectural patterns, and high-

lights a methodology for optimizing IT energy use.

Keywords: GreenIT · Sustainability · Energy Consumption · IT Archi-

tecture

1 Introduction

In the evolving landscape of sustainable technology, our study introduces an
innovative method to measure and analyze the energy efficiency of various tech-
nological solutions. We focus on evaluating the impact of different databases,
programming languages, and communication protocols on the energy consump-
tion of IT architectures. This method involves a comprehensive approach to
quantify energy usage, aiming to guide decisions towards more sustainable IT
practices.

2 Expected benefits

The anticipated benefits of our research are multifold. Primarily, it aims to pro-
vide a deeper understanding of the energy implications of different technological
choices. By identifying more energy-efficient technologies, organizations can re-
duce their carbon footprint and align with global sustainability goals. Addition-
ally, our findings are expected to aid in cost reduction through energy savings
and improve overall system performance, offering a dual advantage of environ-
mental and economic sustainability.

3 Experiments Description

Our experimental approach involved a series of tests to compare the energy con-
sumption across different technological dimensions. The technical experiments
include comparisons among relational and non-relational databases, different
programming languages, and communication protocols. The key findings are:
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3.1 Database Comparison

It was found that NoSQL databases (MongoDB) consume significantly less en-
ergy compared to SQL databases (MySQL). This suggests that the choice of
database type can have a considerable impact on the carbon footprint of an
architecture.

3.2 Programming Languages

Among the evaluated languages (Java, Python, NodeJS), Java proved to be the
most energy-efficient. Python was the least efficient, consuming almost double
the energy compared to the others.

3.3 Communication Protocols

Comparing GRPC with HTTP/REST protocols, GRPC was found to be much
more energy-efficient, indicating that the choice of communication protocol can
also significantly contribute to energy efficiency.

4 Future work

Moving forward, our research will expand to include more diverse technologies
and scenarios. Future work aims to develop a benchmarking framework for eval-
uating the energy efficiency of emerging technologies in IT. Additionally, we plan
to explore the integration of AI and machine learning techniques to predict and
optimize energy consumption in various IT architectures. This ongoing research
will contribute to the development of guidelines and best practices for sustain-
able IT development. Furthermore, the study suggests continuing technical ex-
periments to establish a baseline that helps define efficient and environmentally
friendly architectures
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Abstract. Cloudy conditions on a local scale are a key issue for forecasting re-
newable energy generation using photovoltaic panels. Knowing the state of the 
sky is a valuable piece of information that can be used in the decision-making 
process involved in the operation of systems. For example, it can determine 
whether conditions are favorable for activating a stand-alone system that requires 
a minimum level of radiation or whether it may lead to higher consumption than 
the energy generated if the cloudy conditions are adverse. In this research, the 
performance of EfficientNet models for classifying cloudy conditions is studied. 

Keywords: Cloudiness Classification, Photovoltaic Power, Renewable Energy, 
Deep Learning, Transfer Learning, EfficientNet Models, Sky Images. 

Extended Abstract 

The production of electric power from solar energy is affected by the changes caused 
by solar occlusion caused by clouds. Detecting and understanding cloud cover have 
been investigated for estimating and forecasting solar irradiance to predict photo-vol-
taic power generation [1]. Different techniques can be applied in the prediction of solar 
radiation but, nowadays, the techniques that are commonly applied are based on deep 
learning due to its good results and the rise of this type of technology. In the current 
state of the art, multiple studies using sky cameras can be found [2, 3, 4, 5, 6, 7]. This 
paper presents a study in which EfficientNet architectures are tested for the classifica-
tion of sky images obtained with a hemispherical sky camera. The work developed 
makes use of the Transfer Learning classification technique where the pre-trained Effi-
cientNet models are implemented as base models in the neural network architecture 
used in the experiments. “Fig. 1” shows a representative diagram of the complete ar-
chitecture of the classification system. The implementation of this system has been car-
ried out using the TensorFlow platform and the Keras library. 
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Fig. 1. Representative diagram of the architecture. 

The following list presents the different base models used in this study: EfficientNet-
B0, EfficientNet-B1, EfficientNet-B2, EfficientNet-B3, EfficientNet-B4, EfficientNet-
B5, EfficientNet-B6 and EfficientNet-B7. On the other hand, the database consists of a 
total of 4500 images showing different cloud conditions and is labelled with the fol-
lowing classes: clear sky, cloudy sky and partly cloudy sky. 

The best result of all implementations was obtained with the EfficientNet-B1 base 
model, achieving an average accuracy of 98.07% with a standard deviation of 0.32. In 
the final paper, more information about the capture of the data and the used architecture 
for the identification. 
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Abstract. This study explores the application of an ensemble of 1000 GRU neu-
ral networks to forecast solar energy generation. The results reveal significant 
improvements in precision by reducing prediction variability. Uncertainty analy-
sis indicates that approximately 85% of predictions fall within one standard de-
viation. These findings endorse the potential of this approach to enhance the man-
agement of solar energy systems and drive the adoption of renewable energy. 
This study provides a robust foundation for future research and advancements in 
the field of solar energy. 

Keywords: Ensemble Methods, Neural Networks, Solar Energy. 

1 Introduction 

The research emphasizes the pivotal role of solar energy in fostering a sustainable en-
ergy system. With the exponential growth of solar power, particularly through photo-
voltaic panels, there is a pressing need to optimize efficiency by accurately predicting 
power values from solar inverters [1]. The study explores the potential of neural net-
work technology, specifically the Gated Recurrent Unit (GRU), known for its effec-
tiveness in time series prediction and renewable energy system optimization [2]. 
The central question addressed is whether an ensemble of 1000 GRU neural networks 
can significantly improve prediction accuracy compared to conventional methods or 
individual networks. The goal is to maximize the ability to capture the variability and 
complexity of solar data, potentially influencing the efficiency and profitability of solar 
energy systems. The research relies on three years of data (2016-2018) from a 3.3 kW 
peak inverter connected to 22 150 W panels, sampled every 15 minutes. 

2 Methodology 

This study introduces a predictive method for solar power inverter output utilizing an 
ensemble of 1000 neural networks. The choice of an ensemble arises from the variabil-
ity observed with a single neural network, acknowledging that the optimal network may 
not fully capture all training data information. The ensemble, achieved through result 
averaging, exhibits decreased error with an increasing number of contributing net-
works. 
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3 Results 

The study assesses the model's stability concerning the ensemble's number of neural 
networks. Table 1 displays nRMSE values for 2016 and 2017, varying the number of 
networks. Additionally, Fig. 1 visually depicts the impact of changing the ensemble 
size on nRMSE. Fig. 2 utilizes 2018 inverter data to showcase model uncertainty and 
prediction error distribution, providing insights into the model's reliability [3]. 

Table 1. Table captions should be placed above the tables. 

1 network 10 networks 100 networks 300 networks 1000 networks 

nRMSE (%) 2017 28,22 28,11 28,10 28,09 28,09 

nRMSE (%) 2018 28,23 28,12 28,07 28,06 28,06 

Fig. 1 Analysis of the stability of the nRMSE as a function of the number of nets 

Fig. 2. Model uncertainty analysis. 
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Background and Motivation The success of the energy transition and the
future stability of energy networks are deeply tied to the output of renewable
energy like photovoltaic (PV) modules. International Renewable Energy Agency
reports the need for a rapid increase in the deployment of renewables to meet the
1.5 � climate goal, they predict a seven-fold increase by 2030 [1]. The federal
association for photovoltaics in Austria, project that PVs produce 15 percent
of the total consumption by 2030 [2]. As PVs gain prominence in the energy
mix, so does their impact on the power grid’s balance, which is especially signifi-
cant for energy providers. Furthermore, compared to large PV power plants, the
increasing number of small, privately owned PV systems has relatively greater
installation diversity per kilowatt produced. Therefore, there is a need to create
tools that can simulate PV module output across a diverse set of parameters.
In this paper, we tackle the issue by investigating the construction of surrogate
models for fair-weather PV output and provide a benchmark for their perfor-
mance as well as a process to build surrogates for PV modules.

Method At present, the PVGIS [3] tool is available for calculating fair-weather
PV output. It is an online platform which offers hourly data on solar radiation
and photovoltaic system efficiency for locations across Europe, Africa, Asia, and
America. It estimates the output based on satellite image analysis, taking into
account various installation parameters such as slope, azimuth angle, peak in-
stalled power, system loss, and the type of PV technology used. Nevertheless,
PVGIS has a rate limit in place. Moreover, as a web-based application, it comes
with inherent delays due to network transmission, which makes it unsuitable for
larger-scale simulations. In the first step, we aim to build a crawler for PVGIS
to amass data for training and evaluating surrogate models. The crawler facil-
itates downloading and storing data for parametrized modules. The resulting
software tool will be made freely available via Github. For the purpose of build-
ing surrogates, state of the art models like NHITs [4] and PatchTST [5] are
employed. NHITs is based on multilayer perceptrons, and PatchTST represents
a transformer-based approach. Both have been shown to be effective in modeling
time series and are suitable for the purposes proposed in this study. Moreover,
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both support transfer learning, which is used to train from multiple datasets [6].
Additionally symbolic regression, a white-box model, is considered. It has shown
proficiency in identifying nonlinear associations and generalizes well [7].

The study investigates the construction of surrogate models for different pa-
rameterized PV modules. For data collection, the crawler gathers fair-weather
output data from locations sampled from predetermined areas around the world.
The initial experiment evaluates the models’ capability to accurately estimate
the power output of these modules without varying parameters. In the sub-
sequent experiment, parameters are varied for each location. This assesses the
possibility of establishing a surrogate for different parameter configurations. The
final experiment gauges the models’ proficiency to generalize. It involves me-
thodically enlarging the primary sampling region and subsequently testing the
models using data from the newly included zones, thereby establishing a stan-
dard for accuracy within a specific region. Our research lays the groundwork
for the development of surrogate models for PV modules, which offer a good
approximation to the PVGIS service. Moreover, surrogates are fast enough to
be used in real-time contexts. This study acts as a precursor for future studies
which incorporate weather to mirror real-world PV outputs. For this purpose, a
detailed description of the methodology and data will be made available.

Acknowledgements The work was done within the project “Secure Prescrip-
tive Analytics”, funded by the state of Upper Austria as part of the program
“#upperVISION2030”.
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Good investment decisions into green energy systems are hard due to high budget re-
quests, complex systems, and multiple objectives to consider. Simulation models of 
current and potential future energy systems (so called digital twins) can help to generate 
a deeper understanding and better recommendations. We developed detailed simulation 
models for our R&D facility (see Fig. 1). 

Fig. 1. Digital Twin framework of our facility including PV system, charging stations and 
co-generator. 

The simulation model was coupled to different optimization approaches [1,2]. We 
could identify optimal energy system configurations based on current and expected de-
mand patterns and possible (hardware) extensions of the current system. The infor-
mation provided by the digital twin was generally considered as novel and valuable, 
but often did not trigger a direct action. We identified two aspects that delay or prevent 
these investment decisions: First, the precision of the simulation is limited, due to var-
ious factors such as model simplifications, or unclear future conditions. As a result, the 
accuracy of simulation results is very hard to assess. Second, there is a general lack of 
trust in complex, automated simulation and optimization tools [3]. In combination this 
might lead to no decisions being made even if the analysis shows a clear benefit of an 
investment. We therefore propose to model these factors explicitly in a psychological 
model of the decision maker. As a main contribution we introduce a conceptual frame-
work that might serve as a groundwork for modeling the psychological processes of a 
decision maker as part of the simulation and optimization process. This framework is 
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based on a control-theory model of self-regulation [4], which has been applied to other 
areas of energy efficiency behavior (e.g. [5]). According to psychological control the-
ory, behavior can be understood as resulting from a negative feedback loop that aims 
at diminishing any discrepancy between a goal status and the perceived status [4]. This 
means that the user perceives the current simulated state of the energy system (i.e., 
input), which is compared to a pre-defined energy efficiency goal (i.e., reference value). 
However, a second feedback loop has to be considered: The user also compares ex-
pected and perceived system performance. The result of this comparison is the user 
experience. Consequently, if there is a discrepancy between the perceived actual and 
the expected system performance, frustration might follow. Moreover, the perceived 
system performance also determines the perceived traceability of the system (i.e., trans-
parency, understandability, predictability [6]), which serves as a prerequisite for trust 
in the system. Hence, even if the optimization tool suggests practicable solutions for 
enhancing energy efficiency, the decision to follow the system’s suggestions can be 
impeded by aspects of user experience. From this conceptual framework we derive fu-
ture research directions which ultimately lead to the question: How can digital twins 
support a human decision maker to trigger the right investment for a greener energy 
system?   
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1 Introduction

Green AI is endeavouring to increase the efficiency of deep learning models. This
can be achieved by reducing the cost of the result (R) in equation (1) [1].

Cost(R) / E ·D ·H (1)

The cost (R) depends on the cost of running a single training example (E),
the size of the data set (D) and the number of hyperparameter experiments
(H). Consequently, among other things, the efficiency of an AI model can be
increased by reducing the time required for a training example, and also by
reducing the amount of data required for the models. This paper examines the
impact of these measures on the performance of deep anomaly detection (DAD)
in the context of semi-supervised methods on CNC-Machining time series. The
results are discussed in the broader context of the research project DIONE-X, in
which the impact of novel data reduction and obfuscation schemes on innovative
data-driven business use cases in the milling industry is studied.

2 Methodology

The machining data set introduced in [2] is used for the experiments. The data set
covers acceleration data in the X, Y and Z directions on 3 CNC machines over 3
years in production. The time series data is divided into chunks that have binary
labels (OK/NOK) according to process status. To reduce the amount of training
data (D), the data set is decimated by means of sampling rate conversion. For
the analyses, the entire data set is reduced to 4 further iteration levels with
1000 Hz, 500 Hz, 250 Hz and 125 Hz in addition to the full resolution of 2000
Hz. This halves the size of the data set with each iteration. As a result, the
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data volume in the last iteration stage is 1/16 of the original data volume. For
the DAD methods used, the recorded sensor data is segmented into windows. To
capture an identical semantic context window, the temporal context of 2 seconds
is used for each clock rate reduction stage. As a result, the number of data
points of the segmented windows and thus the execution and training time of a
single training example is halved for each iteration. The DAD methods analysed
are 2 reconstruction methods and 1 semi-supervised prediction method. Semi-
supervised methods use only "OK" data as training data. The reconstruction
methods calculate an anomaly score using convolutional autoencoders, which
are trained on the raw data (1D) and on spectrograms (2D). For the prediction
method, LSTM networks are trained on raw data. To ensure a sufficiently large
latent space, the number of layers within the methods is varied. The training and
the analyses are carried out at the corresponding resolutions. The AUC-ROC of
the respective inference models is calculated for evaluation.

3 Conclusion

In summary, the detection performance of the models improves in initial data
decimation steps (with decreasing sampling rate and thus lower data volume),
while strong decimation leads to a loss of anomaly detection capability. The
AUC-ROC increases from 2000 Hz to 1000 Hz to 500 Hz. This increase can
arguably be attributed to the beneficial effect of noise smoothing. A large per-
formance drop can be recognised between 500 Hz and 250 Hz. From 250 Hz
onwards, classification is essentially indistinguishable from a random decision.
These phenomena are equally recognisable in both the reconstruction and pre-
diction methods. The evaluations show the effects of the measures for a greener
AI on deep anomaly detection; the results allow to minimise calculation efforts
by reducing sensor data sampling rate. In addition, the smaller amount of data
allows to reduce training and inference time, implying that the search for suit-
able hyperparameters is faster or more extensive for machine learning models.
In addition, less storage space is required for the converted data set.

Acknowledgments. This research has received funding from the German Fed-
eral Ministry of Education and Research under grant agreement 02J21D130 in
the scope of the research project DIONE-X.
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Abstract. Large Language Models are of fundamental importance for
future AI usage in industry and society. The environmental impact of
training and inference of such models however is devastating, which ne-
cessitates research into more efficient model mechanisms. In the simple
context of the well-established BERT architecture, this study performs a
comprehensive comparison between classical fine-tuning, which involves
most or all of the model weights, and parameter-efficient adapter tuning,
in which shallow trainable layers are introduced throughout the model
while the vast majority of original weights remain unchanged. A series
of experiments were carried out in which the BERTBASE-architecture
was trained on the LexGLUE benchmark with fine-tuning and adapter
tuning for each data set. Through extensive comparisons in the exper-
iments, it was found that adapter tuning is advantageous from a green
AI perspective. We observed that the usability of the Adapter Tuning
methodology is related to the complexity of the downstream fine-tuning
task.

Keywords: Adapter Tuning · Parameter Efficiency · Language Models

Introduction and Motivation Fine-tuning of pre-trained Transformer models

is ineffective, as all weights are completely changed when adapting to a new

task. This leads to parameter-inefficiency, as the pre-trained model parameters

cannot be reused and therefore a completely new model is required for each

task. Adapter tuning by Houlsby et al. [1] is an alternative approach to allow

for more efficient parameter training. Here, the pre-trained model is freezed,

and adaptation to the downstream task occurs by training so-called adapter

modules instead, which are incorporated into the Transformer layers. By design,

the theoretic efficiency is significantly increased, as the adapter modules only

comprise 0.5-8% of the original parameters and can be replaced depending on

the task. GPU resources are also saved during the training process, as only a

fraction of the gradients needs to be calculated during backpropagation. This

means that language models can be trained on less powerful infrastructures and

still achieve similar performance, which also gives an indication of the efficiency

of adapter tuning. [1,2] Adapter Tuning can be used alternatively or additionally

to other approaches like Low Rank Adaptation [4] and derivations thereof.

To assess the usability of Adapter Tuning in practice, this study carries out a

series of tests in order to specialize the underlying BERT architecture to different
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downstream tasks. Four different downstream tasks as specified in the LexGLUE

benchmark dataset [3] are evaluated. In these tests, the performance (evaluated

by task-specific means) of classical fine-tuning serves as a base-line to which the

performance of the models trained with Adapter Layers is compared.

Conclusion From a Green AI perspective, other studies [5–7] showed that

Adapter Tuning can result in significant efficiency gains. Through this study, we

were able to confirm the results of [5–7] and also to make statements about the

relationship between data set complexity and the usability of adapter modules.

The results show that adapter tuning achieves comparable performance to

fine-tuning for less complex tasks and is therefore a legitimate alternative train-

ing method. The used adapter tuning with bottleneck layers generated smoother

loss curves which arguably contributed to better generalization capabilities for

the BERTADAPTER-models in some cases, similar to [2]. Nevertheless, the re-

sults showed that adapter tuning as parameterized in this study was not able to

achieve sufficiently good results for the more complex tasks. For future studies,

we hence propose – while assessing the useability of adapter tuning and similar

methods like LoRA [4] – to simultaneously and explicitly keep track of the com-

plexity of the downstream task and to develop a model that maps complexity

to adapter tuning performance.
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Abstract. We focus on distributional properties of the maximum level
visited by a level-dependent quasi-birth-death process, and related hit-
ting probabilities of the phase process. We exemplify the solution with
two epidemic models: the SIS model with vertical and horizontal disease
transmission; and the SIR model with constant population size.

Keywords: Epidemic model · First-passage time · Hitting probability ·
Quasi-birth-death process.

1 LD-QBD processes and extreme values

A level-dependent quasi-birth-death (LD-QBD) process can be seen as a time-

homogeneous continuous-time Markov chain X = {(I(t), J(t)) : t � 0} that

takes values in a countable state space S = {(i, j) : i 2 N0, j 2 {0, ...,Mi}}, for

integers Mi 2 N0, which is partitioned as [1
i=0l(i) with ith level l(i) = {(i, j) :

j 2 {0, ...,Mi}}, for i 2 N0. The q-matrix of X is assumed to be conservative,

irreducible and regular, and has the structured form

Q =

0

BBBBBB@

Q0,0 Q0,1

Q1,0 Q1,1 Q1,2

. . .
. . .

. . .

Qi,i�1 Qi,i Qi,i+1

. . .
. . .

. . .

1

CCCCCCA
,

where the sub-matrices Qi,i0 are of dimension (1 + Mi) ⇥ (1 + Mi0), for i0 2
{max{0, i� 1}, i, i+ 1}, and have entries q(i,j),(i0,j0), for integers j 2 {0, ...,Mi}
and j0 2 {0, ...,Mi0}.

In this talk, we focus on the extreme values of process X before its first

entrance to l(0), and hitting probabilities of the phase process {J(t) : t � 0} as

the maximum level of X is visited for the first time. Specifically, we define the

random vector (⌧max, Imax, J(⌧max)), where Imax is the maximum level visited by

X before the first entrance to l(0), ⌧max is the first time to reach the maximum
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number Imax, and J(⌧max) is the phase at time ⌧max. Under the assumption

that the first passage from any initial state (i0, j0) 2 S \ l(0) to level l(0) is

certain, efficient algorithms for computing the marginal distribution of Imax, and

restricted Laplace-Stieltjes transforms of ⌧max on the sample paths of process X
such that {Imax = i, J(⌧max) = j}, are developed as an extension of the well-

known block-Gaussian elimination technique. Hence, the algorithmic complexity

of the solution is similar to that in [2, Algorithm A] and [3, Algorithms 1A-3A]

in the finite case; for details, see [1].

The approach can be seen as an alternative one to that of Refs. [5, 6] for the

running maximum Ī(T ) = sup{I(t) : t 2 [0, T ]} attained by X during a time

interval [0, T ] where T is either an independent and exponentially distributed

time, or a fixed time. More concretely, time T is described here as the first time

that process X makes a transition to any state in level l(0), so T is closely linked

to the dynamics of X and, for practical use, amounts to the duration of a life

cycle in a population, of an outbreak in epidemics, and of a busy period in a

queueing model. The utility of the solution is demonstrated in two epidemic

models: the SIS model with vertical and horizontal disease transmission, which

is linked to a LD-QBD process with infinitely many states; and the SIR model

with constant population size, which is formulated as a finite QBD process.
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Abstract. This paper deals with the long-term behaviour and incidence
of a vaccine-preventable contact disease, under the assumption that both
vaccine protection and immunity after recovery are not lifelong. The
mathematical model is developed in a stochastic markovian framework.
The evolution of the disease in a finite population is thus represented
by a three-dimensional continuous-time Markov chain, which is versatile
enough to be able to compensate for the loss of protection by including
vaccination before the onset of the outbreak and also during the course
of the epidemics.

Keywords: Epidemic model · Temporary immunity · Vaccine failures.

1 Introduction

An essential tool to represent the evolution of an infectious process through a
population is mathematical modeling. Many epidemic models involve a compart-
mental division of individuals which take into account their health status with
respect to the infection. It is also a common assumption that individuals are
randomly in contact with each other and have no preferences for relationship.

In this paper, we consider an infectious disease taking place in a finite and
isolated population. We assume that the disease is transmitted by direct contact
with an infectious individual. After recovery, individuals show temporary immu-
nity. In addition, we assume that the disease is a vaccine-preventable infection,
but vaccinated individuals are not lifelong fully protected, either because of vac-
cine failures or because of vanning immunity. Given the latter fact, re-vaccination
of susceptible individuals is planned as the epidemic progresses.

Consequently, the involved compartmental model divides the population in
four classes: Susceptible to the infection (S), vaccine protected (V), infectious (I)
and recovered-temporary immune individuals (R). Once temporary immunity is
loss, the individuals become again susceptible to the disease The fundamental
compartmental model for studying an infectious disease that confers immunity

? Supported by Ministry of Science and Innovation (Government of Spain), Project
PID2021-125871NB-I00. D. Taipe acknowledges the support of Banco Santander
and Complutense University of Madrid, Pre-doctoral Researcher Contract CT63/19-
CT64/19.
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is the SIR proposed by Kermack & McKendrick [1], which can be modified to
take into account the control of disease spread (e.g., vaccination [2, 3]) or the
e↵ects of loss of immunity [2, 4].

In this paper, we focus on the study of the evolution of a communicable dis-
ease by incorporating vaccination and loss of immunity into the epidemiological
model, considering both waning vaccines and temporary immunity after recov-
ery. Specifically, we consider a markovian model, representing the spread of a
pathogen in a finite population of constant size N .

Mathematical description involves a continuous time Markov chain (CTMC),
which provides he evolution of the disease in terms of the number of individuals
present in each compartment at any time t. Hence, we record the number of
unprotected susceptible, S(t), vaccinated, V (t), infected, I(t), and recovered-
temporary immune individuals, R(t). The hypothesis of constant size for the
population gives, for any t � 0, the following relationship among the sizes of
the allowed compartments: N = S(t) + V (t) + I(t) + R(t). In consequence, the
evolution of the epidemics is represented by a three-dimensional CTMC

X = {(I(t), S(t), V (t)) : t � 0}

with state space S = {(i, s, v) : 0  i, s, v  N, 0  i+ s+ v  N}, containing a
possibly large, number of (N + 1)(N + 2)(N + 3)/6 states.

The aim of the present research is, in one hand, to observe the long term
behaviour of the Markov chain and the epidemics itself. And secondly, to study
the total number of infections taking place in an outbreak of the disease (i.e.,
the period of time starting when the first case of infection appears and ending
when there are not infectious individuals in the population).

Theoretical derivations related to the stationary distribution and the proba-
bilistic description of the disease incidence during an outbreak will result from
the application of the first-step methodology [5, 6].
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Abstract

The attention on mathematical models for the propagation of fake news in social

networks is increasing nowadays, since it is becoming a crucial topic for infor-

mation security. Some recent papers in this area have been devoted to construct

discrete-time stochastic models for the spreading of fake news in a community

(see [5], [2]). Other approaches are finalized to describe the growth of the number

of individuals reached by rumors through deterministic or stochastic models (cf.,

for instance, [6], [1]).

In this work we propose a new model for rumor spreading among the in-

dividuals of a restricted population divided into compartments. The proposed

model, like many similar ones, is inspired by epidemiological issues. Indeed, al-

though the contexts of application are di�erent, the dynamics which drive the

time-evolution of the compartments are similar. More in detail, we suppose that

a population of size N is divided into three categories: ignorants, spreaders and

skeptics. A spreader is a person that knows the fake news and transmits it when

he/she meets an ignorant or a skeptic. An ignorant is a person who does not

know the rumor and then, when he/she is contacted by a spreader, becomes a

spreader. A skeptic, when contacted by a spreader, is able to discover the evi-

dence of the received fake news and thus persuades the spreader to not transmit

it anymore.

We denote respectively with X(t), Y (t), Z(t) the number of spreaders, ig-

norants and skeptics at time t � 0, such that X(t) + Y (t) + Z(t) = N , with

N a fixed natural number. We suppose that the initial condition at time 0 is

X(0) = j, Y (0) = k, Z(0) = N � j � k, with 0 < j, k < N . We assume that

the rate of contacts between a spreader and an ignorant is � > 0, and between a

spreader and a skeptic is ⇠ > 0. Following the described rules of the rumor spread

we obtain the following system of ordinary di�erential equations, for t � 0:

8
>><

>>:

dX(t)

dt
= X(t) (�Y (t)� ⇠ (N �X(t)� Y (t)))

dY (t)

dt
= ��X(t)Y (t).

(1)
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For the system (1), we investigate the time-evolution of the population com-

partments. We also analyze the e�ect of varying the parameters, the equilibrium

points and the asymptotic behavior. One can observe that, for t ! +1 all the

spreaders become skeptic, so that the di�usion of the fake news is stopped. We

remark that a similar model has been studied in [4].

As in many similar researches (see, for instance, [3]), we study also the

stochastic counterpart of the proposed model. Specifically, we consider a two-

dimensional birth-death process {(X(t), Y (t)), t � 0} such that:

P

✓
X(t+�t) = n+ 1
Y (t+�t) = m� 1

����
X(t) = n
Y (t) = m

◆
= �nm�t+ o(�t),

P

✓
X(t+�t) = n� 1
Y (t+�t) = m

����
X(t) = n
Y (t) = m

◆
= ⇠n(N � n�m)�t+ o(�t),

P

✓
X(t+�t) = 0
Y (t+�t) = m

����
X(t) = 0
Y (t) = m

◆
= 1,

(2)

for any n � 1, m � 0. It is worth noting that Eqs. (2) describe e�ectively the

stochastic counterpart of the deterministic dynamic described before The state

space of the process {(X(t), Y (t)); t � 0} is given by

S = {(n,m) : 0  n  j + k, 0  m  min{k, j + k � n}} .

The states (0,m), for any m � 0, are absorbing. Indeed when the number of

spreaders becomes 0 the di�usion of the fake news stops, as can be also obtained

from system (1). We determine the partial di�erential equation for the proba-

bility generating function. We also construct and employ a simulating algorithm

in order to analyse the process evolution.

Keywords: Rumor spread · Two-dimensional stochastic process · Birth-death

process · Probability generating function.
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Many real phenomena, from finance to physics and biology, can be mod-

eled as di↵using particles so that the probability of reaching a given state for

the first time can be expressed as the First Passage Time (FPT) of a stochas-

tic process through an assigned boundary. Among the di↵erent mathematical

methods for solving FPT problems there are analytic methods for Volterra inte-

gral equations or corresponding di↵erential problems (iterated kernels, Laplace

transforms, etc.) as well as numerical algorithms to approximate their solutions.

In recent years, the study of complex systems such as porous media, biological

systems, complex fluids, networks (just to mention a few) has also revealed the

occurrence of anomalous di↵usions, where the mean square displacement of the

di↵using particle deviates from the traditional linear relationship with time. The

interest in such processes is closely related to their capability to delay in some

sense the time flowing, so to preserve more information about the past evolu-

tion (a sort of memory) of the modeled phenomenon. The FPT problem can be

also formulated for anomalous di↵usions by fractional operators; the resulting

FPT models are able to describe phenomena evolving on di↵erent time-scales.

Starting from theoretical known results, such as the probability density function

of the FPT of a time-changed Brownian motion [1], we propose some di↵erent

strategies for the simulation the FPT of such a process. We show, discuss and

compare the results by graphics, tables and derived approximations. The study

has the aim to provide a fast and accurate numerical algorithm for simulat-

ing FPT of these fractional di↵usions through linear boundaries, by specializing

for the time-changed case some simulation algorithms already designed for the

classical case.

In particular, we consider the time-changed Brownian motion, that is the

stochastic process obtained by composing a Brownian motion and the right-

continuous inverse of an ↵-stable subordinator process ([2]). The new process is

neither Gaussian nor Markovian. However, its “subordinated transition pdf” can

be defined ([3]), which satisfies a suitable “fractional Fokker-Planck” equation

involving a Caputo fractional derivative of order ↵.

? Partially supported by the project PRIN-MUR 2022XZSAFN.
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In principle, it is possible to investigate the FPT problem for fractional dif-

fusions by simulating a large number of trajectories of the process and register

their crossing times, in order to approximate the FPT density by a histogram.

However, as the fractional exponent ↵ decreases, the time before crossing tends

to increase, and very long simulations are needed, so that this approach be-

comes sometimes unfeasible. Then, relying on previously obtained results [1] for

the FPT density of such a time-changed Brownian motion in presence of a linear

boundary, we propose a numerical algorithm to approximate this distribution

and investigate its accuracy for varying fractional indices.

In particular, we focus on the simulation method based on the hazard rate

function [4], here specialized for the case of a time-changed Brownian motion.

Note that this first case can be easily generalized, by using some transformation

formulae, in order to consider other time-changed di↵usions. We present results

of our simulations for di↵erent values of the fractional index ↵ 2 (0, 1) and

di↵erent distances between the starting point of the process and the boundary.

Comparisons are made with the simulation algorithm for the trajectories of the

time-changed Brownian motion ([5]), in order to confirm the agreement of the

two approaches. The related computational times are also reported, to confirm

the feasibility of the proposed algorithm for di↵erent values of ↵.
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The Dissipative Contact Process: a model for epidemics

Paolo Dai Pra∗, Elisa Marini†

Extended Abstract
The contact process is the microscopic counterpart of one of the most basic epidemiological models,

the SIS model. Suppose the individuals of a population are placed on the vertices of a graph (V,E);
the individual in the vertex i 2 V can be either susceptible (xi = 0) or non susceptible (xi = 1). The
configuration x = (xi)i2V evolves as a continuous time Markov chain with the following rates:

• each non susceptible individual becomes susceptible with rate 1;

• each susceptible individual becomes non susceptible with a rate equal to a given constant � times
the fraction of non susceptible neighbors.

This definition su�ces in finite graphs, while further care is needed in countable graphs (see [1]). In finite
graphs the chain is absorbed in the null state (xi ⌘ 0) in finite time (we say that the epidemics dies
out). The time to absorption could however vary from a fast absorption (at most polynomial in |V |) to
a slow absorption (exponential in |V |). For many (sequences of) graphs the transition from fast to slow
absorption occurs as the infection constant � crosses a critical value �c. The simplest nontrivial example
is the case in which (V,E) is the complete graph of N vertices: V = {1, 2, . . . , N}, E = V ⇥V . The study
of this model reduces to the analysis of the one-dimensional Markov process

mN :=
1

N

NX

i=1

xi,

and the critical infection constant is �c = 1. Infinite countable graphs require a more detailed analysis,
leading to results in several directions, including ergodicity, convergence, local and global survival of the
epidemics; such rich behavior could imply the existence of more than one critical value for the infection
constant.

In this paper we introduce a modification of the contact process. The state xi of each individual takes
values in the interval [0, 1], and is interpreted as her viral load; we say that an individual is susceptible if
xi = 0. The dynamics goes as follows:

• each non susceptible individual becomes susceptible with rate r > 0;

• each susceptible individual becomes non susceptible with a rate equal to � > 0 times the arithmetic
mean of the viral loads of her neighbors, and her viral load jumps to the value 1;

• between jumps, the viral load decays exponentially with rate ↵ > 0.

Note that the model is overparametrized, as we could rescale the time to have r = 1. We keep however
all parameters as they have a useful interpretation: r�1 is the time scale at which infected (i.e. non
susceptible) individuals lose their immunity, while ↵�1 is the time scale at which infected individuals
remain contagious. In many real epidemics ↵�1 ⌧ r�1: for a relatively long time non susceptible
individuals are immune, and do not contribute to the propagation of the disease. Note that many of the
useful mathematical properties of the contact process are lost; for instance, monotonicity breaks due to
the presence of immune individuals that block contagion.

Here we study this modified contact process, that we call dissipative, in the complete graph. The
microscopic dynamics of the system is sketched in Fig. 1.
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Unlike the corresponding classical contact process, the dissipative version does not admit a finite
dimensional reduction: any finite-dimensional functional of the empirical measure is non Markovian
for large N . We particularly deal with the thermodynamic limit of the process (N ! +1), and we
obtain a law of large numbers (propagation of chaos) and a central limit theorem. Despite the lack of
finite dimensional reduction, both the limit process corresponding to the Law of Large Numbers and the
limit fluctuation process corresponding to the Central Limit Theorem are two-dimensional, as they can be
expressed in terms of the fraction m of susceptible individuals, and the average viral load v per individual,
and the corresponding normal fluctuations. In particular the pair (m, v) solves the deterministic ODE

ṁ(t) = (1�m(t))v(t)� rm(t)

v̇(t) = �↵v(t) + c(1�m(t))v(t)� rv(t).
(1)

Under suitable conditions on the parameters, including the case ↵�1 ⌧ r�1, the limit process has
a unique stable fixed point, which is approached by damped oscillations. The limit fluctuation process
reveals, via a Fourier analysis, that noise induces persistent oscillations, despite of the damping exhibited
by the limit process. The nature of these oscillation are then investigated by letting the parameters ↵
and � to diverge (slowly) with N : if properly rescaled, the dynamics of the fraction of non susceptible
individuals and of the mean viral load converge to a harmonic oscillator a↵ected by noise:

dm(t) = ⇢v(t)dt

dv(t) = � r

⇢
(1� ⇢)m(t)dt+ r(1� ⇢)dW (t)

(2)

where ⇢ = ↵/� and W is a standard Brownian motion.
In their epidemiological interpretation these results suggest that pandemic waves are induced by finite-

size e↵ects, allowing the random noise to excite frequencies close to a characteristic value. The resulting
motion is however not strictly periodic: though the period is nearly constant, the amplitude of each
oscillation is significantly a↵ected by noise, in agreement with what observed in real epidemics.

References
[1] T. M. Liggett, Interacting particle systems. Springer, New York (2008).
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↵
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PN

Figure� 1:� An� individual� i�who� is� initially� susceptible� (xi� =�0),� can�become� infectious�with� rate� 1�
j=1�xj� (mean-field

N
interaction).� When� this� happens,� her� viral� load� xi� jumps� to� the� value� 1.� When� infectious,� individual� i� can� recover�with
rate�r�and,� in�this�case,�she�becomes� immediately�susceptible�again.�Namely,�her�state�jumps�to�(xi�=�0).� In�the�meantime,�
the�viral� load�of�the� individual�decreases�deterministically� in�time�with�rate�↵.�Notice�that�this�dynamics� is� invariant�under
permutations�of�the�particles.� Last,�notice�that�this�model� is�a�piecewise�deterministic�Markov�process,� in�that�the�xis�have�
a�deterministic�continuous�dynamics�with�discontinuities�detmined�by� random� jump�events.
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Handling uncertainties on the right-hand side of

a classical transportation model by stochastic
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1 Introduction
The uncertainty on the right-hand side of mathematical models is a topic of interest in
non-deterministic optimisation, which has not yet been su�ciently investigated. This
kind of uncertainty refers to the lack of precise knowledge or variability in the values
of the parameters, which appear on the right-hand side of mathematical models.

In the literature, [4] focuses on the complexity of robust linear programming with
right-hand-side uncertainty, while [5] specifically investigates the complexity of two-
stage robust linear programming with ellipsoidal right-hand-side uncertainty. These
works provide proofs on the NP-hardness of this kind of problems. A related study
is [7], which examines the bilevel knapsack problem with stochastic right-hand sides.
[6] applies a robust optimisation model with right-hand-side uncertainties to the bus
driver rostering problem and proposes a matheuristic solution approach.

We employ the classical transportation problem because it o↵ers a straightforward
model featuring two sets of constraints with parameters on their right-hand side, which,
in real-world scenarios, exhibit non-deterministic characteristics. It involves determin-
ing the optimal allocation of some products from multiple sources to multiple desti-
nations. The classical transportation problem is closely related to other well-known
problems within the domain of vehicle routing problems (VRP) ([3]).

2 Mathematical Model and Methodology
The classical transportation problem is a linear programming problem used to minimise
the cost of transporting a certain quantity of some products (P is the set of products)
from multiple suppliers (I is the set of suppliers) to multiple consumers (J is the set
of consumers). xpij � 0 is the quantity of product p to be transported from supplier
i to consumer j. cpij is the cost of transporting one unit of product p from supplier
i to consumer j. spi is the supply capacity of supplier i for product p and djp is the
demand of consumer j for product p. In the mathematical model of the problem, we
seek to minimise Z =

P
p2P

P
i2I

P
j2J

cpijxpij subject to
P

j2J
xpij  spi for all

p 2 P, i 2 I, which ensures that the total amount of each product supplied from each
supplier does not exceed its capacity, and

P
i2I

xpij � dpj for all p 2 P, j 2 J , which
guarantees that the total consumer demand for each product is satisfied. In reality, the
capacity of suppliers may fluctuate due to production or product availability issues,
and consumer demand can vary for various reasons. Therefore, we treat these two
right-hand side parameters, i.e. spi and dpj , for all products, suppliers and consumers
as non-deterministic. For each of these parameters, we consider ten possible values
with their corresponding probability and use a stochastic optimisation approach. The
probabilities are distributed such that the highest probability is found at the median,
with probabilities decreasing as we move away from it in both directions.
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We employ a variable neighbourhood search (VNS) algorithm [1] wherein a mathe-
uristic approach, based on the fixed set search method (FSS) [2], is incorporated after
the VNS operators in every iteration. As such, the algorithm operates by initialising
a random population of solutions. Subsequently, local searches are conducted around
each solution utilising the 2-opt and 3-opt operators. Should a neighbouring solution
prove superior to the current one, we transition to it and continue the local searches
from that point onward. In the event that no further improvement is attainable, a
shaking operation is executed whereby a specific portion of the solution is randomly
modified, thereby escaping the confines of the local optimum. As the final step of each
iteration, a selection of the best solutions from the population are chosen as the fixed
set of FSS. Subsequently, the members of the fixed set are subjected to crossovers with
each other and iterative processing using mathematical optimisation until no further
enhancement can be achieved. At the conclusion of each iteration, the best solutions
yielded by all operations are carried forward to the subsequent iteration, where the
same operations are repeated on them. The termination condition of the algorithm is
the occurrence of stagnation over a number of consecutive iterations.

3 Conclusions
We address 30 instances of varying sizes, generated randomly. These instances involve
a range of 3 to 15 suppliers and 10 to 200 consumers. We compare our algorithm’s
performance against that of a pure genetic algorithm, the pure VNS, and the genetic
algorithm with the same matheuristic extension. Our algorithm surpasses the results
obtained by these methods. This demonstrates that the VNS algorithm has the poten-
tial to outperform a widely used metaheuristic such as the genetic algorithm. Further-
more, the inclusion of the matheuristic extension plays a crucial role in the successful
execution of our solution methodology.

References
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Abstract. The measures of uncertainty are a topic of considerable and

growing interest. In this talk a general formulation of entropy is proposed

and studied. It depends on two parameters and includes Shannon, Tsallis

and fractional entropy, all as special cases. Recently, the introduction of

the extropy as a measure of uncertainty dual of Shannon entropy opened

up interest in new aspects of the subject. Since there are many versions of

entropy, a unified formulation for it has been introduced to work with all

of them in an easy way. Here, we consider the possibility of defining a uni-

fied formulation for extropy by introducing a measure depending on two

parameters. For particular choices of the parameters, this measure will

give back the well-known formulations of extropy. Moreover, the unified

formulation of extropy is analyzed also in the context of Dempster-Shafer

theory of evidence.

Keywords: Entropy · Extropy · Dempster-Shafer Theory of evidence.

1 Unified entropy and extropy

We have defined the fractional Tsallis entropy, or unified formulation of entropy,
given as

Sq
↵(X) =

1

↵� 1

NX

i=1

pi(1� p↵�1
i )(� log pi)

q�1, (1)

where ↵ > 0, ↵ 6= 1 and 0 < q  1. Later we have introduced the unified
formulation of extropy in the context of classical probability theory. We refer to
this formulation as fractional Tsallis extropy and, for a discrete random variable
X, it is defined as

JSq
↵(X) =

1

↵� 1

NX

i=1

(1� pi)[1� (1� pi)
↵�1][� log(1� pi)]

q�1, (2)

where ↵ > 0, ↵ 6= 1 and 0 < q  1. The purpose of giving this definition is based
on the fact that this expression includes the classical extropy, Tsallis extropy
and fractional extropy all as special cases.
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Abstract. We consider a time-inhomogeneous diffusion process useful

to model the evolution of the infected population in the susceptible-

infectious epidemic model in a random environment. We assume that

there are no removals, no immunes, and no recoveries from infection.

The susceptible individuals become infected through contact with infec-

tious individuals. A such model is suitable for describing some classes

of micro-parasitic infections to which individuals never acquire a long

lasting immunity and over the course of the epidemic everyone even-

tually becomes infected. We determine the expression of the transition

probability density function and of its conditional moments. Particu-

lar attention is dedicated to the first-passage time problem, by deriving

closed form results for the first-passage time density through a constant

boundary. For the time-homogeneous process, the behavior of the mean

and of the variance of the first-passage time is analyzed and asymptotic

results are derived for large population size. Some comparisons between

the deterministic model and the obtained diffusion process are provided.

Keywords: Population dynamics · First-passage time densities· Asymp-

totic behaviors.

1 The model

Deterministic and stochastic epidemic models are used in the literature to an-
alyze the behaviors of biological diseases and how they spread (cf. Allen [1, 2],
Bailey [3, 4]). The simplest epidemic models assume that an individual can be
in one of only two states, either susceptible (S) or infectious (I). For t � t0,
we denote by S(t) the number of susceptible individuals, by I(t) the number of
individuals infected and by N the total population size, where N = S(t) + I(t)
is constant. In Giorno and Nobile [5], several time-inhomogeneous determinis-
tic models, useful to describe the evolution of a finite population constituted by
susceptible and infectious individuals have been considered. Moreover, stochastic
models based on finite birth processes have been analyzed. For these processes,
we have determined the explicit expression of the transition probabilities and of
?

(Workshop “Stochastic Models, Statistical Methods, and Applied Systems Simula-

tions”)
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the first-passage time densities. Particular attention has been dedicated to the
SI model and its counterpart stochastic based on finite birth processes.

In the deterministic SI model, the dynamics of the population of the infected
I(t) can be described by the differential equation:

dI(t)

dt
=

�(t)

N
[N � I(t)] I(t), t > t0, (1)

where the transmission intensity function �(t) is a positive, bounded and con-
tinuous function of t. The solution of (1) is

I(t) =
N I(t0)

I(t0) + [N � I(t0)] e�⇤(t|t0)
, t � t0, (2)

with
⇤(t|t0) =

Z t

t0

�(✓) d✓. (3)

In [5], for the SI birth process {M(t), t � 0} we have assumed that the births
at time t occurs with intensity functions given by �n(t) = �(t)(N � n)n/N for
n = j, j + 1, . . . , N .

The aim of the present paper is to build a time-inhomogeneous diffusion pro-
cess for the infected population as an alternative to the birth process considered
in [5]. We interpret ⇤(t|0) as the mean of a time inhomogeneous Wiener process
{Z(t), t � 0} with covariance function c(s, t) =

R s
0 �2(✓) d✓ for 0 < s  t < +1.

Starting from (1) and (2) and making use of the assumption of random en-
vironment, we obtain the time-inhomogeneous diffusion process {X(t), t � t0},
describing the evolution of the infected population, characterized by infinitesimal
drift and infinitesimal variance

A1(x, t) =
�(t)

N
(N � x)x+

1

4

@A2(x, t)

@x
, A2(x, t) = �2(t)

(N � x)2x2

N2
· (4)

The space-state of X(t) is (0, N), with 0 and N unattainable end-points.
We determine the transition probability density function of X(t) and we an-

alyze the first-passage time problem through constant boundaries. Moreover, we
compare the results of the deterministic SI epidemic model with those obtained
via the finite birth process, discussed in [5], and via the diffusion process (4).
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{X(t), t � ⌧0} R

dX(t) =
⇥
�↵(t)X(t) + �(t)

⇤
dt+ �(t)dW (t),

W (t) �(t) �(t) > 0
↵(t)

L

↵(t) =
LX

k=1

↵kIk(t)

Ik(t) =

⇢
1 ⌧k�1  t < ⌧k,
0 otherwise

[⌧k�1, ⌧k) ⌧k k = 1, 2, . . . , L
↵(t)

X(t)
A1(x, t) = �↵(t)x(t) +

�(t), A2(t) = �2(t). ⌧0
⌧1, ⌧2, . . . , ⌧L

L

⌧k�1 X(⌧k�1)

A(k)
1 (x, t) = �↵kx + �(t) A2(t)

↵(t) = ↵k ⌧k�1  t < ⌧k ↵(t) = ↵L t � ⌧L
X(t)

⌧k

↵i i = 1, 2, . . . , L �(t) �(t)
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Abstract. Stochastic models generalizing deterministic growth curves
play an important role in modeling several dynamic phenomena. Re-
cently a general growth curve including the well known growth equa-
tions, such as Malthus, logistic, Bertalan�y, Gompertz, was studied. In
order to model the variability in the dynamics, two stochastic formu-
lations of this growth equation were then introduced starting from a
suitable parametrization of the deterministic model and by adding an
additive and multiplicative noise, respectively. The resulting processes
were lognormal and Gaussian. The practical application of such stochas-
tic models relies on the determination of parameters, hence the problem
of estimating the parameters of the model becomes of great interest in
real contexts. This problem is here analyzed by means of the maximum
likelihood method. However, the resulting systems of equations are com-
plex and their solutions required techniques ad hoc. In the present study
we focus on the numerical solutions and related problems, applying dif-
ferent metaheuristic approaches.

Keywords: Growth curves· Inference in di�usion processes· Meta-
heuristic procedures.

1 Introduction

The construction and development of mathematical models to describe dynamic
phenomena associated with growth curves are topics that have caught the eyes
of many researchers. The introduction of regulatory e�ects into the Malthusian
ı (Workshop “Stochastic Models, Statistical Methods, and Applied Systems Simula-

tions”)
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model gave rise to classical models such as the logistic or the Gompertz curves.
Generalizations were then required in order to obtain curves with greater flexi-
bility. The techniques employed are the introduction of suitable parameters and
the use of functions with flexible behaviors. The fact that deterministic models
cannot control the variability of the described phenomena motivated randomiza-
tion procedures into the ordinary di�erential equations that govern such models.
This led to the consideration of stochastic di�erential equations, whose solutions
are, under certain conditions, di�usion processes (see, for instance, [1]-[5]). We
focus on the general growth equation in [5]-[6], that was originally obtained from
the family of functions

g◊(t) =
1

÷ +
!
1 + ÷1≠p (1 ≠ p) t log –

" 1
1≠p

2 1
n

indexed by the parametric vector ◊ = (n, –, ÷, p)T , where n and ÷ are positive
real numbers, 0 < – < 1 and 1 < p < 1 + 1/n. Initial conditions x0 œ (0, Œ)
at time t0 Ø 0 lead to deterministic models of the form x◊(t) = x0 g◊(t0)g◊(t)≠1

for t Ø t0. Di�erent asymptotic behaviors of such model regarding parameters n
and p are classical models such as the hyper-logistic ones, or even the Richards
or hyper-Gompertz curves. The introduction of multiplicative and additive noise
gives rise to the models considered here. The former is a non-homogeneous log-
normal di�usion process while the second is a Gaussian process. The practical
application of such stochastic models relies on the determination of their param-
eters. This may lead to scenarios where the estimation is hard or even impossible
to accomplish. For this reason, the study of the deterministic model, trying to un-
derstand the connection between their parameters, allows us to consider bounded
parametric regions in order to apply di�erent metaheuristic approaches.

Acknowledgments. Work supported in part by PID2020-1187879GB-100
and CEX2020-001105-M grants, funded by MCIN/AEI/10.13039/501100011033,
Spain.
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Extended Abstract

Elliptic Curve Cryptography (ECC) [1] represents a significant evolution in
asymmetric cryptography, which takes advantage of mathematical properties
of elliptic curves over finite fields to provide greater security with shorter keys,
compared to traditional public key systems like RSA. This advantage translates
into increased efficiency and speed.

In particular, elliptical curves over finite fields are defined by equations in
the form of y² = x³ + ax + b, where ’a’ and ’b’ are coefficients that meet certain
conditions to ensure the non-singularity of the curve. In the context of ECC,
finite fields, which are typically prime, are used to define a finite set of points
that satisfy the curve equation.

In relation to key exchange, ECC is applied to define an elliptic version of the
Diffie-Hellman algorithm that provides a secure and efficient method of exchang-
ing keys over insecure channels [2]. The security in this process is based on the
complexity of the Elliptic Curve Discrete Logarithm Problem (ECDLP), which
involves determining the secret number from the base point and the generated
public point. [3].

In particular, the Elliptic Curve Diffie–Hellman (ECDH) key exchange is a
process whereby two parties can securely generate a shared key over an insecure
channel. Each participant begins by selecting a base point on the curve and a
secret number. Then, each generates a public point by multiplying their secret
number by the base point. These public points are exchanged between the par-
ties, and each uses their secret number to compute the shared point, which will
be the same for both. This key exchange process is fundamental in numerous
modern security protocols and cryptography, providing a secure and efficient
foundation for encrypted communication.

This paper examines the concept of the SETUP attack [4], which is a covert
strategy that allows an attacker to insert a hidden vulnerability in cryptographic
systems. This attack is designed to allow the attacker to surreptitiously filter out
secret key information without detection.

This type of attack is particularly concerning in the context of ECC and
Diffie-Hellman, as it allows the attacker to covertly recover private keys, under-
scoring the need for robust methods to protect the integrity of modern cryp-
tographic systems. Thus, this attack exploits the inherent complexity of the
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ECDLP and the ECDH problem, so that when it is carried out, it becomes
almost impossible for the end user to detect, making the compromised device
appear to function legitimately.

One of the most concerning applications of SETUP attacks is in crypto-
graphic devices such as smart cards, where the manufacturer, by applying this
method, can gain exclusive access to the user’s private keys. The stealthy nature
of the SETUP attack makes it a particularly insidious threat, as it compromises
the integrity and trust in modern cryptographic systems.
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Extended Abstract

In recent years, Artificial Intelligence (AI) solutions have been extensively de-
ployed in various sectors, including industry, agriculture, education, finance, and
health. This use has become a reality thanks to the availability of large quantities
of data used to train AI algorithms. However, in some cases, this data may be
personal or sensitive, particularly regarding health or finance data, particularly
in Machine Learning. This paper presents a practical exploration of two tech-
niques that are instrumental in achieving privacy-preserving machine learning:
Federated Learning (FL) and Secure Multi-Party Computation (SMPC).

On the one hand, Federated Learning was introduced by researchers at
Google and represents a collaborative way of training neural network models
in a decentralized manner. Its creation was motivated by concerns regarding the
confidentiality of users’ data in the context of data collection for training ma-
chine learning models. FL proposes a way of training these models such that
clients’ data never leaves their devices.

On the other hand, Secure Multi-Party Computation is a cryptographic
mechanism that leverages advanced protocols to perform private computations
on data without exposing the underlying information.

FL has gained interest due to privacy concerns surrounding conventional
centralized machine learning. However many research works propose additional
secure protocols to guarantee sufficient privacy within federated learning. The
work [3] presents a hybrid approach that combines SMPC with differential pri-
vacy. That proposal improves model accuracy while preserving provable privacy
guarantees and protecting against extraction attacks and collusion threats. The
protocol proposed in [1] allows a server to compute the sum of large, user-held
data vectors from mobile devices securely (i.e. without learning each user’s con-
tribution). The paper [2] shows a practical implementation of federated learning
with SMPC protecting private data using Tensorflow 2 and MNIST dataset.

In order to preserve the confidentiality of data in the machine learning con-
text we propose a decentralized and collaborative training approach based on
federated learning. The individual data are not collected, they remain stored
on local devices, and at each training iteration, only individual parameters are
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sent to a server for aggregation and global model construction. Additionally,
a secure multi-party mechanism is leveraged to guarantee the privacy of pa-
rameter aggregations and model updates. These secure computation techniques
ensure the aggregator cannot access individual updates and intermediate global
models. The proposal here described is a practical combination of Federated
Learning with Secure Multiparty Computation. Several experiments have been
based on open-source tools and privacy-sensitive datasets. By leveraging these
technologies significant contributions are brought to the privacy-preserving ma-
chine learning field. Furthermore, emphasizing privacy sensitive datasets demon-
strates a commitment to ethical data handling, validating the practicality of the
approach in real-world scenarios.
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Federated machine learning (FML) is a decentralized approach to machine
learning where the training data remains on edge devices or local servers rather
than being centralized on a single server or in the cloud. The goal of FML
is to train a global machine learning model while keeping the training data
distributed, typically for privacy, security, or e�ciency reasons [2].

In the traditional machine learning pipeline, data is collected from various
sources, centralized in a data center or cloud server, and a global model is trained
on this aggregated data. This approach can raise privacy concerns, as sensitive
data is moved to a central location. FML addresses these concerns by performing
training on the local devices or servers where the data is generated and stored.

FML is particularly useful in applications where privacy and data security are
paramount, such as computer security, healthcare, finance, and other domains
with sensitive data [4].

Malware detection is an active research field where typically from user appli-
cations are extracted features aimed to understand whether there is the presence
of malicious behaviour [3]. For this task typically is employed machine learning
with a set of features obtained from the applications installed by the user: this is
the reason the (centralised) model must know the applications installed by the
user for feature extraction (or, alternatively, the feature set aimed to identify the
application) to perform the detection. This is the reason why malware detection
machine learning is not able to preserve user privacy [1]. In this paper, we pro-
pose to adopt FML in malware detection, with particular regard to the mobile
context. Considering that usually malware is aimed at exfiltrating sensitive and
private information, mobile devices represent the most interesting target from
the attacker’s point of view, considering the huge amount of information stored
in our smartphones, tablets, and IoT devices. To the best of the author’s knowl-
edge, this paper represents the first attempt to introduce FML in the malware
detection context. Figure 1 shows an overview of the following proposal.

As shown in Figure 1, we propose to adopt a global, centralized model, which
is released to the various terminals (i.e. mobile devices), so as to be able to carry
out on-device malware detection on the local models. The knowledge accumu-
lated by the various devices will be sent to the global model in the form of an
update, in this way the knowledge collected by each mobile device will be encap-
sulated in the global model and therefore shared with all mobile devices, without
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Fig. 1. The workflow of the proposed method for explainable PD detection through

spiral draw testing.

the global model or the various mobile terminals knowing information relating
to the applications installed by other users or the particular use made, thus
preserving privacy and enabling a privacy-preserving mobile malware detection.
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1 Motivation

Operational technologies (OTs) in industrial production environments are in-
creasingly targeted by cyber attacks, making it necessary to develop new secu-
rity measures to keep the risks at a manageable level. In this context a honeypot
can serve as a decoy and warning system. Once an intruder is identified via
anomaly detection, instead of ceasing the communication channel, the intruder
is placed inside a honeypot, isolated from the production network. Consequently,
all actions and observations by the intruder are performed on the honeypot. The
interaction with the honeypot gives also information regarding the attack be-
havior, which in return can be utilized to strengthen the own security.

Most publications on honeypots for cyber physical systems (CPSs) used
parametrized simulations. Franco et al. [2] found in their survey on honeypots in
2021 only one single approach [1] that employed machine learning algorithms out
of the 44 CPS-related works. Setting up a honeypot for a brownfield OT installa-
tion by means of a simulation, however, is a challenging task, as physical system
characteristics and corresponding parameters need to be determined beforehand.
The recent advances in machine learning enable us to replace conventional simu-
lations with self-learning models, potentially resulting in a more widespread use.
A work published in October 2023 by Shan et al. [3] shows overall promising
results, while focusing on a water treatment plant which communicates via the
Modbus communication protocol.

In this work we explore a generative model approach, where a long short-term
memory (LSTM) network learns the characteristics of a highly dynamic system
based on recorded state space trajectories. The Open Platform Communications
Unified Architecture (OPC UA) is used as it is an established communication
standard in the automation industry, enabling di↵erent manufacturers to operate
seamlessly together. By fully utilizing the OPC UA information model, even a
completely autonomous training and deployment process seems feasible.

2 Approach

In our approach we assume a scenario as shown in Fig. 1. A threat actor is
attacking a production environment remotely via the Internet. By exploiting a
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Fig. 1. Overview of the honeypot architecture

system vulnerability or via social engineering the threat actor gained control of
the Supervisory Control and Data Acquisition (SCADA) system. As a result, the
intruder can interact with the CPS located on the shop floor, communicating via
the firewall. The CPS implements an OPC UA server and a control loop, while it
has sensors and actuators interacting with the environment on a physical level.
Once an anomaly is detected, the firewall redirects all network communication of
the intruder to the honeypot. At this point, the honeypot is initialized with the
latest known state space vector of the CPS. It consequently predicts the state
space trajectory at a predefined sampling rate, matching the sampling rate of the
OPC UA server. In our case the CPS is represented by a machine with two fans
mounted on a balancing beam resulting in two degrees of freedom. A control loop
is maintaining a configurable target yaw and target pitch by generating airflow
via the two fans. This setup fits well, as it provides system characteristics with
high dynamic range and small physical time constants. For the training of the
LSTM network, only data recorded during normal operation of the CPS is used.

Overall, this work contributes towards the research on how LSTM networks
can be employed as honeypot systems imitating OPC UA communication. By
comparing a wide range of predicted state trajectories with real data we explore
the e↵ects of a reduced state space vector, determine the required variety and
minimum training data size to su�ciently mimic the CPS and give computing
performance results. For further research the full dataset will be published.
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1 Extended Abstract

Quantum computing has emerged as a revolutionary paradigm with the potential
to solve complex problems that are practically intractable for classical comput-
ers. However, the realization of scalable and fault-tolerant quantum computers
remains a formidable challenge [1] because quantum circuits, the fundamental
building blocks of quantum algorithms, are susceptible to errors and inefficiencies
that hinder the practical implementation of quantum algorithms [2].

Algebraic techniques provide a powerful framework for analyzing and ma-
nipulating quantum circuits, offering a systematic approach to identify redun-
dancies, exploit symmetries, and streamline quantum computations, which will
help in the crucial optimization of quantum circuits to overcome the inherent
limitations of current quantum hardware. This work explores the application
of algebraic techniques to optimize quantum circuits, aiming to enhance their
efficiency, reduce error rates, and pave the way for the development of robust
quantum computing systems.

One key focus of this research is the development of novel algebraic nota-
tion tailored to address specific challenges in quantum circuit optimization. This
notation leverages algebraic structures inherent in quantum circuits to identify
and eliminate redundancies, thereby reducing the overall gate count and miti-
gating the impact of errors. This paper also explores the implementation of some
well-known quantum algorithms such as Shor’s algorithm for factorization [3].

Currently, the state of experimental implementations of Shor’s algorithm
still has important technical challenges in realizing a fault-tolerant quantum
computer with a sufficient number of qubits for factoring large integers. While
large-scale, fault-tolerant quantum computers are not yet fully accomplished,
recent advancements in quantum hardware and error correction techniques bring
Shor’s algorithm closer to practical applicability [4].

This paper presents a comprehensive exploration of quantum circuit opti-
mization through algebraic techniques. By leveraging the inherent mathematical
structures of quantum circuits, these techniques contribute to the advancement
of quantum computing by addressing key challenges in error mitigation, gate
count reduction, and overall performance improvement. The findings of this re-
search have direct implications for the practical implementation of relevant quan-
tum algorithms such as Shor’s algorithm for factorization, which will contribute
to the ongoing efforts to realize the full potential of quantum computing.
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Extended Abstract

Effectively addressing the significant task of classically simulating quantum sys-

tems with exponentially increasing complexity is of utmost importance, espe-

cially in experiments involving a limited number of qubits (less than 50) [5].

This paper introduces the implementation of an independent execution engine

capable of performing simulation of quantum algorithms with and without noise.

This platform does not use at all the services offered by any of the leading quan-

tum computing platforms (Qiskit [3], QSharp [4], Pennylane [6], Cirq [2], Amazon

Braket [1]), since it is an original Python module that carries out its own ap-

proach regarding the interpretation and execution of algorithms from the point

of view of quantum circuit algebra.

Fig. 1. Conversion scheme between state vector and associated probabilities, including
subsequent measurement using a pseudo-random seed.

The system currently being implemented is based on the generation of results

through the conversion of the final state vector of the circuit to a range of proba-

Eurocast 2024, February 25 - March 1, Las Palmas de Gran Canaria Extended Abstracts

249



bilities. By projecting a pseudo-random seed over this range of probabilities, the

simulation of the execution of this circuit can be achieved. In this way, results

without quantum noise are obtained, since they start from the ideal probabil-

ities obtained from the state vector (see Fig. 1 and 2). However, by weighting

the probability coefficients according to each qubit and its value, it is possible

to replicate noise in the system by considering properties such as decoherence

or asymmetric noise [7].

Fig. 2. Circular diagram illustrating the probabilities associated with the state vector.
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Extended abstract

Post-quantum cryptography has gained prominence in recent years as a response

to the quantum threat. The National Institute of Standards and Technology

(NIST) initiated an algorithm selection process in 2015 to address this issue. Af-

ter a thorough search and evaluation, encryption algorithms such as CRYSTALS-

Kyber and digital signature algorithms such as CRYSTALS-Dilithium, among

others, have been selected.

CRYSTALS-Dilithium is a lattice-based algorithm, which follows the well-

known Fiat-Shamir scheme. Specifically, its security is based on the difficulty of

the problem of finding shortest vectors in lattices. A comprehensive overview of

the algorithm can be found at [1].

This paper focuses on a theoretical study of a possible backdoor attack based

on [2] that can be inserted in the signature creation process in CRYSTALS-

Dilithium. The aim of this attack is to exploit the properties of lattices, modular

algebra and the theory of the kleptography to extract the bit-encoded message

or document. This scenario occurs in situations where the signature is sent over

one channel and the signed message or document is transmitted over another

channel.

The attack strategy proposed for CRYSTALS-Dilithium relies on a black-box

cryptographic module, which introduces a backdoor into Dilithium’s Sign pro-

cedure. This vulnerability allows the attacker to extract information about the

message being processed. Similar to the approach presented in [2], the attacker

can carry out this exploit with just access to the algorithm’s public outputs,

without necessitating any other forms of interaction or access. Furthermore, it

is assumed that the attacker possesses knowledge of both the user’s public key

pk and the user’s secret key sk. In particular, the attack is composed of the

following two algorithms: Alg. 1 and Alg. 2.

In the first algorithm, Alg. 1, the function IntervalsKernel is used to assign

each bit of Mbits to an element within the associated interval. Furthermore, if the

length exceeds the available capacity, the StoreIndexes function is used to store

the positions of the bits with value 1, allowing the message to be reconstructed

later.

In conclusion, this paper introduces a theoretical backdoor attack on the post-

quantum digital signature scheme CRYSTALS-Dilithium, assuming the attacker

Eurocast 2024, February 25 - March 1, Las Palmas de Gran Canaria Extended Abstracts

251



Algorithm 1 Intervals

1: x = LightHouse(Mbits, q)
2: if ✓  256 · k then
3: IntervalsKernel(Mbits, ✓, x) . We allocate the bits of Mbits according to the

x indications.
4: else
5: Break(Mbits) = (M1,M2)
6: z1, z2 = IntervalsKernel(M1, ✓M1 , x), StoreIndexes(M2)
7: z = (z1, z2)
8: end if
9: Rebuild(z) . z is restructured as a matrix

10: return z, x, ✓

Algorithm 2 Lighthouse

1: ↵ := CountOnes(Mbits) . We count the number of ones
2: � := CountZeros(Mbits) . We count the number of zeros
3: ✓ = ↵+ � . Note ✓ = len(Mbits)
4: if ↵ � � then
5: x := [↵✓ · q] mod q
6: else
7: x := [�✓ · q] mod q
8: end if
9: return x

knows the user’s private and public keys. The attack focuses on the signature

creation phase, particularly targeting z. Ongoing research includes exploring

attack implementation and the impact on other variables when modifying z.
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Extended Abstract

As the reliance on wireless networks continues to grow, the need for robust cy-

bersecurity measures becomes paramount. This paper addresses the challenge of

enhancing security in Aarhus Wi-Fi networks by proposing an Intrusion Detec-

tion System (IDS) [1] focused on detecting SQL injection attacks with Artificial

Intelligence (AI). Leveraging the Aarhus Wi-Fi IDS (AWID) dataset [2], which

includes both normal Wi-Fi traffic and simulated attacks, the study specifically

targets SQL injection intrusions.

In particular, the proposed system utilizes advanced Machine Learning tech-

niques [3] to categorize and identify instances of SQL injection attacks within the

Wi-Fi network. Through a comprehensive analysis of the AWID dataset, we aim

to develop an intelligent defense mechanism capable of distinguishing between

normal network activity and malicious SQL injection attempts.

The study contributes to the field by offering insights into the application of

AI for securing wireless communication [4]. The results and methodologies pre-

sented herein provide a foundation for the development of effective intrusion de-

tection systems tailored to the unique challenges posed by SQL injection attacks

in Wi-Fi networks. Ultimately, this research endeavors to fortify Aarhus Wi-Fi

networks against emerging cybersecurity threats, safeguarding the integrity and

confidentiality of wireless communication.

To undertake this project, a preliminary data preprocessing phase is essential

to derive a refined dataset. This involves scrutinizing and handling various as-

pects such as handling null data, scaling, feature encoding, and removing redun-

dant information. Once the data has been cleansed and prepared for analysis,

the next crucial step involves a thorough examination to distinguish between

normal Wi-Fi traffic and potential attacks. The ultimate goal is to develop an

intrusion detection system capable of classifying network activity accurately.

The preprocessing phase is indispensable as it lays the foundation for a ro-

bust analysis. Addressing null data, scaling for uniformity, encoding features for

effective interpretation, and eliminating redundancies contribute to the creation
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of a high-quality dataset. This meticulously curated dataset becomes the cor-

nerstone for training a machine learning model to discern patterns indicative of

normal or malicious Wi-Fi traffic.

It is crucial to highlight the necessity of a balanced dataset. The system’s

ability to accurately differentiate between normal network traffic and potential

attacks hinges on having a representative distribution of both cases. Imbalances,

where there are too many instances of normal network traffic and too few of

attacks, can lead to a skewed model. Therefore, careful consideration is given

to ensure that the dataset is well-balanced, preventing the model from leaning

heavily towards categorizing all instances as normal network traffic.

Moreover, it is imperative to avoid providing the system with all instances of

normal Wi-Fi traffic followed by instances of attacks during the training phase.

This approach may lead the model to generalize and treat all instances as normal,

resulting in poor performance during real-world application. Instead, a balanced

mix of both normal and attack instances is essential for effective learning, en-

abling the system to make accurate distinctions in identifying potential security

threats in Wi-Fi networks.
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Abstract. An IoT Lab dedicated to cybersecurity, which focuses on teaching and 
research, development, and testing of secure IoT systems has been established at 
the University of Applied Sciences Upper Austria, Wels Campus. It will be or-
ganized to facilitate the understanding and mitigation of potential security risks 
associated with IoT devices and networks. The lab will be staffed by faculty 
members with expertise in cybersecurity, as well as graduate and undergraduate 
students working on research projects. The goal of the lab will be to advance 
knowledge in IoT cybersecurity, develop new security technologies and strate-
gies, and train the next generation of cybersecurity professionals. 

Keywords: cybersecurity, device analysis, network security, software security, 
data security, teaching and research in cybersecurity. 

1 IoT lab scheme and objectives 

The IoT lab focuses on cybersecurity, is designed to explore and address the unique 
security challenges posed by IoT devices and networks, and has the following areas and 
components as illustrated in Fig. 1: 

a. Device Analysis Area: This area is equipped with various IoT devices, hardware
interfaces, and debugging tools. It is used to perform hard- and software security anal-
ysis on IoT devices, including firmware reverse engineering, hardware tampering, and 
side-channel analysis. 

b. Network Security Area: This area focus on the security of IoT networks. It
includes tools and software for monitoring network traffic, performing penetration 
testing, and analyzing network vulnerabilities. It could also simulate different network 
environments to study potential security threats and mitigation techniques. 

c. Data Security and Privacy Area: This area focus on the security and privacy of
data generated by IoT devices. It includes tools for data encryption, anonymization, and 
secure data transmission and storage. It is used also to study the implications of data 
privacy regulations on IoT data. 

d. Cyber-Physical Systems Area: Given that many IoT systems interact with the
physical world (e.g., industrial control systems, smart home devices, etc.), this area 
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focuses on the security of cyber-physical systems. It includes setups for studying and 
demonstrating attacks and defenses in such systems. 

Furthermore, an Education and Training Area is established, which is used for 
teaching students about IoT cybersecurity through lectures, workshops, and hands-on 
exercises. It could also be used for hosting cybersecurity competitions, such as Capture 
The Flag (CTF) events, to give students practical experience in dealing with cyber 
threats. Finally, an Engineering and Research Area is also part of the concept to work 
on projects and enable cooperation with industry. 
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Fig. 1. IoT lab scheme with typical components and areas established at the University of Applied 
Sciences Upper Austria, Campus Wels. 
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